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Abstract

We study the zero-dissipation problem in $L^2$ and $L^1$ spaces of the Keyfitz-Kranzer system. When the solution of the inviscid problem is piecewise smooth and having finitely many noninteracting shocks with finite strength, there exists unique solution to the viscous problem which converges to the given inviscid solution away from shock discontinuities. Convergence rates are given in terms of $\epsilon$ the viscosity. The proof is given by a matched asymptotic analysis and a weighted elementary energy method.
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1 Introduction

We consider the following two $2 \times 2$ systems

\[
\begin{align*}
&u_t + (\phi(u, v)u)_x = 0, \\
&v_t + (\phi(u, v)v)_x = 0, \\
&u_t + (\phi(u, v)u)_x = \epsilon u_{xx}, \\
&v_t + (\phi(u, v)v)_x = \epsilon v_{xx},
\end{align*}
\]

(1.1)

(1.2)

The system (1.1) is a special form of the Temple class system (see [2]), with one contact field and one line field. And the shock wave curves and rarefaction wave curves coincide. Such systems arise in the fields of elasticity theory (see [3], enhanced oil recovery and magnetohydrodynamics (see [4]), etc.

Let $(r, \theta)$ be the polar coordinates,

\[r(u, v) = \sqrt{u^2 + v^2}, \quad \tan \theta = v/u.\]
In this paper we only consider the case when \( \phi(u, v) = \phi(r) \). The following assumption on \( \phi \) are consistent with physical considerations:

- \((A_1)\) \( \phi(r) \to +\infty \) as \( r \to 0 \) or \( r \to +\infty \),
- \((A_2)\) \( \phi(r) > 0 \),
- \((A_3)\) \( \phi_r > 0, \frac{\partial (r\phi)}{\partial r} > 0, \frac{\partial^2 (r\phi)}{\partial r^2} > 0 \),
- \((A_4)\) \( \phi \) is convex.

Then the system is strictly hyperbolic with two eigenvalues

\[
\lambda_1 = \phi, \quad \lambda_2 = \phi + r\phi_r = (r\phi)_r, \tag{1.3}
\]

where \( \lambda_1 \) is linearly degenerate and \( \lambda_2 \) genuinely nonlinear; the corresponding eigenvectors are

\[
\mathbf{r}_1 = \mathbf{l}_1 = (-\sin \theta, \cos \theta), \quad \mathbf{r}_2 = \mathbf{l}_2 = (\cos \theta, \sin \theta). \tag{1.4}
\]

The well-posedness of the system (1.1) in our case has been studied by G.Q. Chen in [5],[6],[7] and he obtained some properties which are similar to those in the scalar conservation law. A very important approach to study the well-posedness of the hyperbolic system is the viscosity method. Ever since Goodman and Xin [1] studied the rates of convergence of the viscous approximate solutions for general strictly hyperbolic systems with weak shock initial data, we are interested in knowing for what kinds of systems we can get convergence results for bounded shock data, just like in the scalar case.

Our aim is to get the \( L^1 \) and \( L^2 \) convergence rates of the viscous solutions, given the inviscid solution \( h(x, t) = (u, v)(x, t) \) which has finitely many noninteracting shocks of finite strength. The method we use is mainly motivated by [1]. But in the stability analysis, we use an initial weighted energy estimate. The result in the \( L^1 \) space is based on that in the \( L^2 \) space.

The proof consists of main parts. In the first part, we use the weighted asymptotic expansions to construct an approximate solution \( A^\epsilon(x, t) \) of (1.2) without requiring that the shock is weak. The \( A^\epsilon(x, t) \) is close to the given solution \( h(x, t) \) for \( \epsilon = 0 \) away from the shock. However, \( A^\epsilon(x, t) \) has a smoothed viscous shock profile of width \( \epsilon \) near the shock. The detailed construction of the approximate solution, is also crucial for our method, since we need to have estimates on the higher order correction. In the second part, we show a priori estimate on the difference between \( A^\epsilon \) and the exact viscous solution \( h^\epsilon \). The crucial part is the estimate in an very thin initial layer \( 0 \leq t \leq O(1) \epsilon \) obtained by using a weighted
energy estimate. Here we choose the weight to be \( t^{-\frac{2}{3}} \). Then the special feature of the two eigenvalues allows us to get the a priori estimates. In the last section, we get the \( L^1 \) estimate.

Without loss of generality, we assume the given inviscid solution \( h(x, t) = (u, v)(x, t) \) is a single-shock solution up to time \( T \), that is

1. \( h(x, t) \) is a distributional solution of the hyperbolic system (1.1) in the region \( R^1 \times [0, T] \);
2. There is a smooth curve, the shock, \( x = s(t) \), \( 0 \leq t \leq T \), so that \( h(x, t) \) is sufficiently smooth at any point \( x \neq s(t) \).
3. The limits
   \[
   \lim_{x \to s(t)^-} \partial_x^k h(s(t) - 0, t) = \lim_{x \to s(t)^+} \partial_x^k h(s(t) + 0, t),
   \]
   exist and are finite for \( t \leq T \) and \( k = 0, 1, 2, 3, 4 \).
4. The Lax geometrical entropy condition is satisfied at \( x = s(t) \), that is
   \[
   \lambda_1(h(s(t) - 0, t)) < \lambda_2(h(s(t) - 0, t)), \quad \lambda_2(h(s(t) + 0, t)) < \dot{s}(t) < \lambda_2(h(s(t) - 0, t)).
   \]

Here we assume the discontinuity is of the second family. Here and in the following, we always use the notation \( \dot{s} = \frac{ds(t)}{dt} \). We also assume that

\[
\lambda_1 < \dot{s}, \quad \text{and} \quad r(u, v) > r_s,
\]

for some positive constant \( r_s \). Now we state our main theorem

**Theorem 1.** Suppose that \( (u, v)(x, t) \) is a single-shock solution of (1.1) up to time \( T > 0 \). Under condition (1.7), if

\[
\sum_{1 \leq \alpha \leq 7} \int_0^T \left( \int_{-\infty}^{x=s(t)} + \int_{x=s(t)}^\infty \right) |\partial_x^\alpha (u, v)(x, t)|^2 dx dt < +\infty,
\]

\[
\int_{R^1} \left( |(u, v)_x(x, 0)| + |(u, v)_{xx}(x, 0)| \right) dx \leq +\infty,
\]

there exists positive constant \( \epsilon_0 \), such that for any \( \epsilon \in (0, \epsilon_0] \), there is a smooth solution \( (u^\epsilon, v^\epsilon)(x, t) \) of (1.2), satisfying

\[
(u^\epsilon, v^\epsilon) \in C^1([0, T], H^2).
\]

Moreover, for any given \( \beta \in (0, 1) \),

\[
\sup_{0 \leq t \leq T} \int_{R^1} |(u^\epsilon - u, v^\epsilon - v)(x, t)|^2 dx \leq C_\beta \epsilon^\beta,
\]
and

$$\sup_{0 \leq t \leq T, |x - s(t)| \geq \epsilon^\beta} \left| (u^\epsilon - u, v^\epsilon - v)(x, t) \right| \leq C \epsilon,$$

(1.12)

and

$$\sup_{0 \leq t \leq T} \int_{\mathbb{R}^1} \left| (u^\epsilon - u, v^\epsilon - v)(x, t) \right| dx \leq C_\beta \epsilon,$$

(1.13)

where $C_\beta, C$ are positive constants independent of $\epsilon$.

2 Approximate solutions

Suppose the exact solution to (1.2) is $h^\epsilon(x, t) = (u^\epsilon, v^\epsilon)(x, t)$. Following Goodman-Xin, in [1], we will use the formal Hilbert expansion and the shock expansion to construct an approximate solution to $h^\epsilon(x, t)$.

2.0.1 Outer expansion

Let $h_0(x, t) = (v_0, u_0)(x, t), h_i(x, t) = (v_i, u_i)(x, t), i = 1, 2, \cdots$. In the domain away from the shock, we expand $h^\epsilon(x, t)$ formally in order of $\epsilon$.

$$h^\epsilon(x, t) \sim h_0(x, t) + \epsilon h_1(x, t) + \epsilon^2 h_2(x, t) + \cdots, \quad x \neq s(t).$$

(2.1)

Substituting (2.1) into (1.2) and comparing the coefficients of powers, we get, with $f(h) = f(u, v) = (\phi(r)u, \phi(r)v)^t$ (where $F^t$ denotes the transport of $F$),

$$O(1): \quad h_{0t} + f(h_0)_x = 0,$$

(2.2)

$$O(1)\epsilon: \quad h_{1t} + (f'(h_0)h_1)_x = h_{0xx},$$

(2.3)

$$O(1)\epsilon^2: \quad h_{2t} + (f'(h_0)h_2)_x = h_{1xx} - \frac{1}{2}(f''(h_0)(h_1, h_1))_x.$$  

(2.4)

etc.

The outer functions, $h_0, h_1, \cdots$ are generally discontinuous at the shock, but smooth up to the shock. The leading term, $h_0$, is taken to be the single shock solution of (1.1), $(u, v)(x, t)$. Near the shock, $h^\epsilon(x, t)$ will be represented by a shock layer expansion

$$H^\epsilon(x, t) \sim H_0(\xi, t) + \epsilon H_1(\xi, t) + \cdots,$$

(2.5)

where $H_i = (U_i, V_i), i = 0, 1, 2, \cdots$, and

$$\xi = \frac{x - s(t)}{\epsilon} + \delta(t, \epsilon),$$

(2.6)
and $\delta(t, \epsilon)$ is the perturbation of the shock position to be determined later. We assume $\delta(t, \epsilon)$ has the form

$$
\delta(t, \epsilon) = \delta_0(t) + \epsilon\delta_1(t) + \epsilon^2\delta_2(t) + \cdots. 
$$

(2.7)

Substituting (2.5)-(2.6)-(2.7) into (1.2) to obtain

$$
O(1) \frac{1}{\epsilon} : \quad H_0\xi \xi + \dot{s}H_0\xi - f(H_0)\xi = 0, 
$$

(2.8)

$$
O(1) : \quad H_1\xi \xi + \dot{s}H_1\xi - (f'(H_0)H_1)\xi = \dot{\delta}_0(t)H_0\xi + H_{0t}, 
$$

(2.9)

$$
O(1) \epsilon : \quad H_2\xi \xi + \dot{s}H_2\xi - (f'(H_0)H_2)\xi \\
= \delta_0(t)H_1\xi + \dot{\delta}_1(t)H_0\xi + H_{1t} + \frac{1}{2}(f''(H_0)(H_1, H_2))\xi, 
$$

(2.10)

etc.

The inner expansion is supposed to hold in a small zone of width $O(\epsilon)$ around $x = s(t)$. The outer expansion and inner expansion are expected to agree with each other in the "matching zone", where $|\xi| \to +\infty$ and $|x - s(t)|$ is small. Using Taylor’s expansion to express the outer solution in terms of $\xi$, we get the following "matching conditions" as $\xi \to \pm \infty$:

$$
H_0(\xi, t) = h_0(s(t) \pm 0, t) + o(1),
$$

$$
H_1(\xi, t) = h_1(s(t) \pm 0, t) + (\xi - \delta_0)\partial_x h_0(s(t) \pm 0, t) + o(1) 
$$

(2.12)

$$
H_2(\xi, t) = h_2(s(t) \pm 0, t) + (\xi - \delta_0)\partial_x h_1(s(t) \pm 0, t) \\
- \delta_1\partial_x h_0(s(t) \pm 0, t) + \frac{1}{2}(\xi - \delta_0)^2\partial_x^2 h_0(s(t) \pm 0, t) + o(1).
$$

etc. After we construct the various outer and inner functions, we can verify the algebraic growth of $H_i$ as $\xi \to \pm \infty$.

### 2.1 Properties of the viscous shock profile

Since much of our construction depends on the properties of viscous shock profiles, we recall them as follows. Viscous shock profiles are the travelling wave solutions of (1.2)on the whole $\mathbb{R}^1$ of the form

$$(u, v)(x, t) = (U, V)(\xi) = H(\xi), \quad \xi = \frac{x - \sigma}{\epsilon},$$

which satisfies

$$
-\sigma H' + f(H)' = H'', 
$$

(2.13)

and $(U, V)(\pm \infty) = (v_{\pm}, u_{\pm})$, with

$$
\begin{cases}
\sigma(u_+ - u_-) = (\phi(r)u)_+ - (\phi(r)u)_-, \\
\sigma(v_+ - v_-) = (\phi(r)v)_+ - (\phi(r)v)_-,
\end{cases}
$$

(2.14)
where \( \dot{r} = d/d\xi \), \( \sigma \) denotes the shock speed.

The advantage of taking \( \phi(u, v) = \phi(r) \) is that the behavior of the 2-waves of (1.1) can be studied independently. Across the 1-wave, the value of \( r \) is unchanged; across the 2-wave, the value of \( \theta \) is constant. Therefore, the behavior of \( r \) and hence the behavior of 2-waves, can be described by the scalar conservation law

\[
rt + (r\phi(r))_x = 0. \tag{2.15}
\]

This can be justified because the jump condition and entropy conditions for (1.1) are consistent with that for (2.18), i.e. \( \sigma(r_--r_+) = (r\phi(r))_--(r\phi(r))_+ \).

Then the behavior of the viscous shock profile of the 2-wave is like that in the scalar equation

\[
rt + (r\phi(r))_x = \epsilon r_{xx}, \quad r \rightarrow r_\pm, \quad \text{as} \quad \xi \rightarrow \pm \infty, \tag{2.16}
\]

and \( r(x,t) = R(\xi), \theta(x,t) = \theta_- = \theta_+ = \text{constant} \). Integrate (2.16) once to give

\[
R_\xi = (R\phi(R))_--(r\phi(r))_--\sigma(R-r_-). \tag{2.17}
\]

Consequently, we get the following results adopted from that in the scalar case, without requirements on the shock strength,

1. \( \partial_\xi \lambda_2(R) < 0 \), for all \( \xi \),

2. \( |\partial_\xi R| \leq c| \dot{r}_--r_+| \),

3. as \( \xi \rightarrow -\infty \), \( R(\xi, r_-, \sigma) - r_- = O(1)|r_- - r_+|e^{-\alpha|\xi|} \),

\[
\frac{\partial R}{\partial r_-} - 1 = O(1)e^{-\alpha|\xi|}, \quad \frac{\partial R}{\partial \sigma} = O(1)e^{-\alpha|\xi|}
\]

4. as \( \xi \rightarrow +\infty \), \( R(\xi, r_-, \sigma) - r_+ = O(1)|r_- - r_+|e^{-\alpha|\xi|} \),

\[
\frac{\partial R}{\partial r_-} - \frac{\partial r_+}{\partial r_-} = O(1)e^{-\alpha|\xi|}, \quad \frac{\partial R}{\partial \sigma} - \frac{\partial r_-}{\partial \sigma} = O(1)e^{-\alpha|\xi|}.
\]

We remark here that these estimates can be proved by estimating the linear systems of ordinary differential equations obtained by differentiating the equation (2.25).
2.2 Constructions of the outer and inner solutions

We need to construct the outer and inner solutions order by order simultaneously, making use of the matching conditions. The leading order of outer solutions, \( h_0 \), is exactly the single shock solution given in Theorem 1. For any fixed \( t \) (viewed as a parameter), the leading order of inner solutions, \( H_0(\xi, t) \) determined by (2.9) is just the viscous shock profile with end states \( h_- = (u_-(t), v_-(t)) = h_0(s(t) - 0, t) \), and \( h_+ = (u_+(t), v_+(t)) = h_0(s(t) + 0, t) \), and the shock speed \( \sigma = \dot{s}(t) \). So we take

\[
H_0(\xi, t) = (R, \theta)(\xi; h_-(t), \dot{s}(t)),
\]

Since the shift can be absorbed by \( \delta_0(t, \epsilon) \), we can take it to be zero. The next order terms \( h_1, H_1 \) and \( \dot{\delta}_0(t) \) are determined together. Integrating the two equations of (2.9) over \([0, \xi]\), we have

\[
H_{1|\xi} + \dot{s}H_{1|\xi} - \left(f'(H_0)H_1\right)_{\xi} = \dot{\delta}_0(t)H_{0|\xi} + \frac{\partial H_0}{\partial h_-} \dot{h}_- + \frac{\partial H_0}{\partial \dot{s}} \dot{\delta}_s.
\]  

(2.18)

Set \( H_1 = F_1 + D_1 \), where \( D_1 \) is smooth and

\[
D_1 = \begin{cases} 
\xi \partial_\xi h_0(s(t) - 0, t), & \xi < -1, \\
\xi \partial_\xi h_0(s(t) + 0, t), & \xi > 1.
\end{cases}
\]

(2.19)

Now using the identity

\[
\dot{h}_- = \frac{d}{dt} h_0(s(t) \pm 0, t) = (\dot{s} I - f'(h_0(s(t) \pm 0, t)) \delta_{0x}(s(t) \pm 0, t),
\]

(2.20)

we compute that

\[
F_{1|\xi} + \dot{s}F_{1|\xi} - \left(f'(H_0)F_1\right)_{\xi} = \dot{\delta}_0(t)H_{0|\xi} + g(\xi, t),
\]

(2.21)

where \( |g(\xi, t)| \leq ce^{-\alpha|\xi|} \) for large \( |\xi| \). Then defining \( G(\xi, t) = \int_{0}^{\xi} g(\eta, t) d\eta \), we get

\[
F_{1|\xi} = \left(f'(H_0) - \dot{s} I\right)F_1 + \dot{\delta}_0 H_0 + G + c(t),
\]

(2.22)

for some constants of integration \( c(t) \) in \( R^2 \), to be defined later. Now we are to determine \( F_1, \delta_0 \) and \( c(t) \). First we express \( F_1 \) in terms of the basis \( r_1(H_0), r_2(H_0) \) of the right eigenvectors of \( f'(H_0) \), where \( r_1 = (-\sin \theta, \cos \theta) \), \( r_2 = (\cos \theta, \sin \theta) \), \( \theta = \theta(H_0) \). We also note that \( \theta(h_0(s(t) \pm 0, t) = \theta(H_0(\xi, t)) \), hence we can express \( h_1(s(t) \pm o, t), \partial_\xi h_0(s(t) \pm 0, t) \) at \( r_1, r_2 \) too. Now we write

\[
F_1 = \alpha_1(\xi, t)r_1 + \alpha_2(\xi, t)r_2,
\]
\[
h_1(s(t) \pm 0, t) = \beta_1(t)r_1 + \beta_2(t)r_2,
\]
\[
\partial_\xi h_0(s(t) \pm 0, t) = \gamma_1(t)r_1 + \gamma_2(t)r_2.
\]

(2.23)
Taking the matching condition into account, we have

\[ \alpha_j(\xi,t) = \beta_j(t) - \delta_0 \gamma_j + o(1), \quad \text{as} \quad \xi \to \pm \infty, \quad \text{for} \quad j = 1, 2. \quad (2.24) \]

So it can be easily seen that

\[
\begin{align*}
\alpha_1\xi + (s - \lambda_1(H_0))\alpha_1 &= r_1G + r_1c(t), \\
\alpha_2\xi + (s - \lambda_2(H_0))\alpha_2 &= \delta_0r(H_0) + r_2G + r_2c(t),
\end{align*}
\]

(2.25)

And we can solve the above equations and get unique solutions, as stated in the following lemma.

**Lemma 1.** There exists a smooth solution, \((\alpha_1, \alpha_2)(\xi,t)\), to equations (2.1), with the following property:

\[
\alpha_j(\xi,t) = \begin{cases} 
(s - \lambda_j(h_-))^{-1}r_j[c(t) + G_- + \eta_j\delta r_-] + O(1)e^{-\alpha_0|\xi|}, & \xi \to -\infty, \\
(s - \lambda_j(h_+))^{-1}r_j[c(t) + G_+ + \eta_j\delta r_+] + O(1)e^{-\alpha_0|\xi|}, & \xi \to +\infty.
\end{cases}
\]

(2.26)

for \(j = 1, 2, \eta_1 = 0, \eta_2 = 1, G_{\pm} = \lim_{\xi \to \pm \infty} G(\xi,t)\), and \(\alpha_0\) is a positive constant.

We omit the proof.

Taking (2.24) and (2.2) together, we have

\[
\begin{align*}
\text{r}_1[G_- + c(t)] &= (\beta_1 - \delta_0(t)\gamma_1)(s - \lambda_1), \\
\hat{\delta}_0r_- + \text{r}_2[G_+ + c(t)] &= (\beta_2 - \delta_0(t)\gamma_2)(s - \lambda_2), \\
\text{r}_1[G_+ + c(t)] &= (\beta_1 - \delta_0(t)\gamma_1)(s - \lambda_1), \\
\hat{\delta}_0r_+ + \text{r}_2[G_+ + c(t)] &= (\beta_2 - \delta_0(t)\gamma_2)(s - \lambda_2).
\end{align*}
\]

(2.27)

So we can solve \(\delta_0(t), r_1c(t), r_2c(t), \beta_1\) in terms of \(\beta_1, \beta_2, \beta_2\) from the above equations.

And in view of the linear initial-boundary problem (2.3) for \(h_1(x,t)\), and after taking up suitable initial values of \(h_1(x,t)\) around \(x = s(0)\), we can solve, by the theory of first order linear hyperbolic systems, \(h_1(x,t)\) uniquely and furthermore have the following regularity assertion (see [8],[9]). Here we make use of the condition (1.7).

**Proposition 1.** \(h_1(x,t), H_1(\xi,t)\) and \(\delta_0\) can be determined such that

- \(h_1(x,t)\) and its derivatives are uniformly continuous up to \(x = s(t)\) and

\[
\sum_{|\alpha| \leq 5} \int_0^T \int_{x \neq s(t)} |\partial^\alpha_t h_1(x,t)|^2 dx dt < +\infty.
\]

(2.28)

- \(H_1(\xi,t)\) is smooth and for some \(c_0 > 0\),

\[
H_1(\xi,t) = h_1(s(t) \pm 0,t) + (\xi - \delta_0)\partial_x h_0(s(t) \pm 0,t) + O(1) \exp\{ -c_0|\xi| \}, \quad \text{as} \quad \xi \to \pm \infty.
\]

(2.29)

It is clear that the above procedure can be carried out similarly to any order. In particular, we can construct \(h_2, H_2, h_3, H_3, \delta_1\) and \(\delta_2\) and similar estimates hold for them.
2.3 Construction of the Approximate solution

Now we can construct a smooth approximate solution to (1.1) by patching the truncated outer and inner solutions in the previous discussion as in [1].

Set

\[ I(x, t) = (H_0 + \epsilon H_1 + \epsilon^2 H_2)(\frac{x - s(t)}{\epsilon} + \delta_0 + \epsilon \delta_1 + \epsilon^2 \delta_2, t), \tag{2.30} \]

and

\[ O(x, t) = (h_0 + \epsilon h_1 + \epsilon^2 h_2)(x, t), \quad x \neq s(t). \tag{2.31} \]

Let \( m(y) \in C_0^\infty(\mathbb{R}^1) \) such that \( 0 \leq m(y) \leq 1 \) and

\[ m(y) = \begin{cases} 1, & |y| \leq 1 \\ 0, & |y| \geq 2. \end{cases} \tag{2.32} \]

Choose \( \gamma \in (\frac{2}{3}, 1) \) as a constant. Then we define the approximate solutions as

\[ A^\epsilon(x, t) = m(\frac{x - s(t)}{\epsilon^\gamma}) I(x, t) + (1 - m(\frac{x - s(t)}{\epsilon^\gamma})) O(x, t) + d(x, t), \tag{2.33} \]

where \( d(x, t) = (d_1, d_2) \) is a higher order correction to be determined later. Using the structure of various orders of outer and inner solutions, and the estimates in Proposition 1, we can choose a suitable \( d(x, t) \) such that

\[ A^\epsilon_t + f(A^\epsilon) - \epsilon A^\epsilon_x = \left( f(A^\epsilon) - f(A^\epsilon) - d \right)_x \tag{2.34} \]

and \( d(x, 0) = 0 \). In the following we give the estimates on \( d(x, t) \) but omit the proof which is exactly as that in [1].

**Lemma 2.** We can find a smooth \( d(x, t) \) satisfies (2.34), and the following estimates

\[ ||\partial_{x}^l d(\cdot, t)||_{L^\infty} \leq O(1) \epsilon^{(3-l)\gamma-1/2} \quad \text{for} \quad l = 0, 1, 2, 3. \]

\[ ||d(\cdot, t)||_{L^2(\mathbb{R}^1)} \leq O(1) \epsilon^{3\gamma-1/2} \quad \text{for} \quad \alpha \in (0, 1/2), \tag{2.35} \]

\[ ||\partial_{x}^l d(\cdot, t)||_{L^2(\mathbb{R}^1)} \leq O(1) \epsilon^{(3-l+1/2)\gamma-1/2} \quad \text{for} \quad l = 1, 2. \]

Lemma 2 implies the following estimates on \( A^\epsilon(x, t) \).

**Lemma 3.** Let \( A^\epsilon(x, t) \) be defined as in (2.33). Then

\[ A^\epsilon(x, t) = \begin{cases} h_0(x, t) + O(1) \epsilon & \text{if} \quad |x - s(t)| \geq \epsilon^\gamma, \\ H_0(\xi, t) + O(1) \epsilon^\gamma & \text{if} \quad |x - s(t)| \leq 2\epsilon^\gamma. \end{cases} \tag{2.36} \]

For \( \epsilon \) small, there exists positive constant \( r_{**} \) such that

\[ r(A^\epsilon) > r_{**}. \tag{2.37} \]
And taking the coordinate transformation \( y = (x - s(t))/\epsilon, \tau = t/\epsilon \), we have
\[
\begin{align*}
\frac{\partial A^\epsilon}{\partial y} &= m \partial H_0 + \epsilon O(1), \quad \frac{\partial A^\epsilon}{\partial \tau} = \epsilon O(1). \\
\end{align*}
\] (2.38)

To be exact, we set
\[
R = R(A^\epsilon), \quad \theta = \theta(A^\epsilon),
\] (2.39)
then
\[
\frac{\partial R}{\partial y} = m \partial H_0 + \epsilon O(1), \quad \frac{\partial \theta}{\partial y} = \epsilon^2 O(1), \quad \frac{\partial (R, \theta)}{\partial \tau} = \epsilon O(1).
\] (2.40)

**Proof:** By construction, we have
\[
A^\epsilon(x, t) = \begin{cases} 
O + d & \text{for } |x - s(t)| \geq 2\epsilon\gamma, \\
O + m(I - O) + d & \text{for } \epsilon\gamma < |x - s(t)| < 2\epsilon\gamma, \\
I + d & \text{for } |x - s(t)| \leq \epsilon\gamma.
\end{cases}
\]
We also have \( O(x, t) = h_0 + O(1)\epsilon \) on \( |x - s(t)| > \epsilon \), \( I(x, t) = H_0 + O(1)\epsilon^\gamma \) on \( |x - s(t)| \leq \epsilon\gamma \) which can be obtained by using (2.29), and for \( l = 0, 1, 2, \partial_x^l(I - O)(x, t) = O(1)\epsilon^{(3-l)\gamma} \) on \( \{(x, t) : \epsilon\gamma \leq |x - s(t)| \leq 2\epsilon\gamma, t \in [0, T]\} \) which is verified by using the matching conditions with \( O(1) = O(1)e^{-\alpha_0|\xi|} \). These, together with (2.35), yield (2.36). And (2.37) is the direct consequence of (2.36). Similarly, one can show (2.38). Moreover, again by construction we have \( \partial_y \theta(H_0) = 0 \) which gives that \( \partial_y \theta(A^\epsilon) = O(1)\epsilon^2 \). This completes the proof.

This finishes the construction of the formal approximation solution to (1.2).

### 3 Stability Analysis

Having the approximate solution \( A^\epsilon(x, t) \) at hand, we now show that there exists an exact solution \( h^\epsilon(x, t) \) to (1.2) that is close to \( A^\epsilon(x, t) \). Here we let
\[
h^\epsilon(x, t) = A^\epsilon(x, 0), \quad \text{for each } \epsilon.
\] (3.1)

Set
\[
\tilde{w}(x, t) = h^\epsilon(x, t) - A^\epsilon(x, t),
\] (3.2)
\( \tilde{w} = (\tilde{u}, \tilde{v}) \), then \( \tilde{w}(x, t) \) satisfies the error equation
\[
\begin{align*}
\tilde{w}_t + (f(A^\epsilon)\tilde{w})_x + Q(A^\epsilon, \tilde{w})_x &= \epsilon \tilde{w}_{xx} + \left( f(A^\epsilon - d) - f(A^\epsilon) \right)_x, \\
\tilde{w}(x, 0) &= 0,
\end{align*}
\] (3.3)
where $Q(A^\epsilon, \hat{w}) = f(h^\epsilon) - f(A^\epsilon) - f'(A^\epsilon)\hat{w}$ satisfying $|Q| \leq O(1)|\hat{w}|^2$ for small $\hat{w}$. To exploit the fact that a shock satisfying the entropy condition is compressive, we need to integrate system (3.3) once. Thus we use the coordinate transformation

$$y = \frac{x - s(t)}{\epsilon}, \quad \tau = \frac{t}{\epsilon},$$

and set

$$\hat{w}(x, t) = \epsilon w_x = w_y, \quad \text{for} \quad (x, t) \in \mathbb{R} \times [0, T]. \quad (3.4)$$

So $w(y, \tau)$ satisfies

$$w_\tau - s w_y + f'(A^\epsilon) w_y = w_{yy} + q(A^\epsilon, d) - Q(A^\epsilon, w_y), \quad w(y, 0) = 0, \quad (3.5)$$

where $q(A^\epsilon, d) = f(A^\epsilon - d) - f(A^\epsilon)$ and $|q| \leq O(1)|f'(A^\epsilon)d| \leq O(1)|d|$. Our purpose is to show that for $\epsilon$ suitably small, (3.5) has a unique "small" smooth solution up to time $T$. This will follow from the following three lemmas.

**Lemma 4.** (Local estimate) For each $\epsilon$, the initial value problem (3.5) has a unique solution $w \in C^1([0, \tau_0] : H^2(\mathbb{R}^1))$ for some $\tau_0 \leq 1/N$, with $N$ sufficiently large and independent of $\epsilon$, and

$$e^{-N\tau}||w||_{H^1(\mathbb{R}^1)}^2 + \int_0^{\tau_0} e^{-N\tau}||w_y||_{H^1(\mathbb{R}^1)}^2 d\tau \leq c \epsilon^{6\gamma + \alpha - 2}, \quad (3.6)$$

where $\gamma$ and $\alpha$ are defined in Section 2.3.

**Lemma 5.** (A priori estimate) Suppose that the Cauchy problem (3.5) has a solution $w \in C^1([0, \tau_1] : H^2(\mathbb{R}^1))$ for some $\tau \in (0, T]$, and

$$\sup_{[0, \tau_1]} ||w(\cdot, \tau)||_{L^\infty} \leq c \epsilon \quad (3.7)$$

for some constant $c$ independent of $\epsilon$ and $\tau$. There exist positive constants $\epsilon_1$, $\mu_1$ and $C$, which are independent of $\epsilon$ and $\tau_1$, such that if

$$\epsilon \in (0, \epsilon_1), \quad \sup_{[0, \tau_1]} ||w(\cdot, \tau)||_{H^2} \leq \mu_1, \quad (3.8)$$

then

$$\sup_{[0, \tau_1]} ||w(\cdot, \tau)||_{H^2}^2 + \int_0^{\tau_1} ||w_y(\cdot, \tau)||_{H^2}^2 d\tau \leq C \epsilon^{6\gamma + \alpha - 4}. \quad (3.9)$$

**Remark**: The discovery of Lemma 4 is very important in the energy proof. Having the lemma, we need not impose restriction on the shock strength. In what follows, we use $H^l(l \geq 1)$ to denote the usual Sobolev's space with the norm $|| \cdot ||_l$ and $|| \cdot || = || \cdot ||_0$ denotes the usual $L_2$-norm. We also use $c$ to denote any positive constant which is independent of $\epsilon, y$ and $\tau$ and use $O(1)$ to denote any positive bounded function.
3.1 Proof of Lemma 3.1

Since (3.5) is an initial-value problem for a uniformly parabolic system, the existence theory (local in time) and the uniqueness theory in the space $C^1([0, \tau_0]; H^2(R^1))$ is standard. Thus we can declare that the smooth solution $w$ satisfies

$$\sup_{[0, \tau_0]} ||w(\cdot, \tau)||_{H^2} \leq \mu_2, \quad (3.10)$$

where $\mu_2$ is small.

**Step 1:** Multiplying both sides of (3.5) by $e^{-N\tau}w$ and integrating over $R^1$, we obtain after integration by parts that

$$\frac{1}{2} \frac{d}{d\tau} e^{-N\tau} ||w(\cdot, \tau)||^2 + e^{-N\tau} ||w_y(\cdot, \tau)||^2 + Ne^{-N\tau} ||w(\cdot, \tau)||^2$$

$$= e^{-N\tau} \int_{R^1} \left\{ - f'(A^\epsilon)ww_y + q(A^\epsilon, d)w - Q(A^\epsilon, w_y) \right\} dy. \quad (3.11)$$

Each term on the right hand side above will be estimated separately. First,

$$\int_{R^1} f'(A^\epsilon)ww_ydy \leq \frac{1}{3} ||w_y(\cdot, \tau)||^2 + c_1 ||w(\cdot, \tau)||^2. \quad (3.12)$$

Next,

$$\int_{R^1} q(A^\epsilon)wdy \leq c ||w(\cdot, \tau)||^2 + c\epsilon^{-1} ||d(\cdot, \epsilon\tau)||^2 \leq c_2 ||w(\cdot, \tau)||^2 + c\epsilon^{6\gamma+\alpha-2}, \quad (3.13)$$

where we make use of Lemma 2. The third term,

$$\int_{R^1} Q(A^\epsilon, w_y)wdy \leq c \int_{R^1} |w|^2 |w_y|^2 dy \leq c_3 ||w||_{L^\infty} ||w_y(\cdot, \tau)||^2. \quad (3.14)$$

Now choose $N$ sufficiently large to insure that

$$c_1 + c_2 < N, \quad \text{and} \quad \frac{1}{3} + c_3\mu_2 < \frac{1}{2}. \quad (3.15)$$

Collecting all the above estimates and integrating the resulting inequality with respect to $\tau$, we have

$$e^{-N\tau} ||w(\cdot, \tau)||^2 + \int_0^\tau e^{-Ns} ||w_y(\cdot, s)||^2 ds \leq c \frac{1}{N} e^{6\gamma+\alpha-2}. \quad (3.16)$$

**Step 2:** Now we are to get higher order estimates. Applying $\partial_y^l$ to (3.5) for $l = 1, 2$, multiplying both sides of the resulting equation by $e^{-N\tau} \partial_y^l w$ and integrating over $R^1$, we compute that

$$\frac{1}{2} \frac{d}{d\tau} e^{-N\tau} ||\partial_y^lw(\cdot, \tau)||^2 + e^{-N\tau} ||\partial_y^{l+1}w(\cdot, \tau)||^2 + Ne^{-N\tau} ||\partial_y^lw(\cdot, \tau)||^2$$

$$= e^{-N\tau} \int_{R^1} \partial_y^{l+1}w \cdot \partial_y^{-1} \left\{ - f'(A^\epsilon)ww_y + q(A^\epsilon, d)w - Q(A^\epsilon, w_y) \right\} dy \quad (3.17)$$
In the case \( l = 1 \), we have by the Cauchy inequality that the right hand side (3.17) can be estimated as
\[
\int \partial_y^3 w(\cdot, \tau)[−f′(A^ε)w_y + q(A^ε, d) − Q(A^ε, w_y)]dy
\]
\[
\leq \frac{1}{2} ||\partial_y^2 w(\cdot, \tau)||^2 + c \int (|d|^2 + |w_y|^2 + |w_y|^4)dy
\]
\[
\leq \frac{1}{2} ||\partial_y^2 w(\cdot, \tau)||^2 + c(1 + ||w_y||_{L^∞}^2) ||w_y(\cdot, \tau)||^2 + ce^{6γ + α - 2},
\]
(3.18)
where \( ||w_y||_{L^∞} \) is bounded because of (3.10) we use Lemma 2. It follows that
\[
\frac{d}{dτ} e^{-Nτ} ||w_y(\cdot, \tau)||^2 + e^{-Nτ} ||\partial_y^2 w(\cdot, \tau)||^2 + N e^{-Nτ} ||w_y(\cdot, \tau)||^2
\]
\[
\leq c(1 + \mu_2^2) e^{-Nτ} ||w_y(\cdot, \tau)||^2 + ce^{6γ + α - 2} e^{-Nτ}.
\]
(3.19)
Integrating this inequality with respect to \( τ \), we obtain, by virtue of (3.16), that
\[
e^{-Nτ} ||w_y(\cdot, \tau)||^2 + \int_0^τ e^{-Ns} ||\partial_y^2 w(\cdot, s)||^2 ds \leq \frac{1}{N} e^{6γ + α - 2}.
\]
(3.20)
Similarly, for \( l = 2 \), we can estimate the right hand side (3.16) as follows
\[
\int \partial_y^5 w \cdot \{(−f′(A^ε)w_y) + q(A^ε, d) − Q(A^ε, w_y)\}dy
\]
\[
\leq \frac{1}{2} ||\partial_y^3 w(\cdot, \tau)||^2 + c \int (|w_y|^2 + |\partial_y^2 w|^2 + |w_y|^4 + |w_y|^2 |\partial_y^2 w|^2 + |d|^2 + |d_y|^2)dy
\]
\[
\leq \frac{1}{2} ||\partial_y^3 w||^2 + c(1 + ||w_y||_{L^∞}^2) ||w_y||^2 + ||\partial_y^3 w||^2 + c \int (|d|^2 + |d_y|^2)dy.
\]
Using Lemma 2 again, one gets
\[
\frac{d}{dτ} e^{-Nτ} ||\partial_y^2 w(\cdot, \tau)||^2 + e^{-Nτ} ||\partial_y^3 w(\cdot, \tau)||^2
\]
\[
\leq ce^{-Nτ} \{(1 + ||w_y(\cdot, \tau)||^2 + ||\partial_y^2 w(\cdot, \tau)||^2) + c(e^{6γ + α - 2} + e^{5γ})\},
\]
provided \( ||w_y||_2 \) is bounded. Then it follows from (3.16) and (3.20) that
\[
e^{-Nτ} ||\partial_y^2 w(\cdot, \tau)||^2 + \int_0^τ e^{-Ns} ||\partial_y^3 w(\cdot, s)||^2 ds \leq \frac{1}{N} e^{6γ + α - 2}.
\]
(3.21)
Combining (3.16), (3.20) and (3.21), we complete the proof of Lemma 4.

Remark: The above proof is valid only when \( τ \) is very small.

3.2 Proof of Lemma 5

First we diagonalize the system (3.5). We take \( L = (l_1, l_2)^\dagger(A^ε) \), where \( l_1(A^ε) = (− \sin θ, \cos θ) \), \( l_2(A^ε) = (\cos θ, \sin θ) \), \( θ = θ(A^ε) \), and define
\[
Lw := \begin{pmatrix} w_1 \\ w_2 \end{pmatrix}, \quad Λ = \begin{pmatrix} λ_1(A^ε) \\ λ_2(A^ε) \end{pmatrix}.
\]
(3.22)
Then we have
\[
(Lw)_\tau - s(Lw)_y + \Lambda(Lw)_y - (Lw)_{yy} = (L_\tau + \Lambda L_y - L_{yy})w - 2L_y w_y - \delta L_y w + Lq(A^\epsilon, d) + LQ(A^\epsilon, w_y). \quad (3.23)
\]
Notice that
\[
L_\tau = L_\theta \theta, \quad L_y = L_\theta \theta_y, \quad L_\theta = \begin{pmatrix} -l_2 \\ l_1 \end{pmatrix}, \quad L_{\theta \theta} = -L, \quad L_{yy} = -L\theta_y^2 + L_\theta \theta_{yy},
\]
so (3.21) can be rewritten as
\[
\begin{pmatrix} w_{1\tau} + (\lambda_1 - s)w_{1y} - w_{1yy} \\ w_{2\tau} + (\lambda_2 - s)w_{2y} - w_{2yy} \end{pmatrix} = \begin{pmatrix} -w_2 \theta + (s - \lambda_1)w_2 \theta_y + 2w_1 \theta_y^2 + w_2 \theta_{yy} + 2w_2 \theta_y \\ w_1 \theta - (s - \lambda_2)w_1 \theta_y + 2w_2 \theta_y^2 - w_1 \theta_{yy} - 2w_1 \theta_y \end{pmatrix} + L \cdot (q(A^\epsilon, d) + Q(A^\epsilon, w_y)).
\]
\[
\quad (3.26)
\]
Step 1: (Basic estimate) Taking the inner product of both sides above with \((w_1, w_2)^t\) and integrating over \(R^1\), we get after integration by parts that
\[
\frac{1}{2} \frac{d}{d\tau} ||(w_1, w_2)||^2 + ||(w_1, w_2)_y||^2 - \frac{1}{2} \int (\partial_y \lambda_1 w_1^2 + \partial_y \lambda_2 w_2^2) dy = \int \{(2 - \lambda_1)w_1 w_2 \theta_y + 2(w_1^2 + w_2^2)\theta_y^2 + 2(w_1 w_2 - w_2 w_1)\theta_y + wLq + wLQ\} dy. \quad (3.27)
\]
Since \(\partial_\tau(\lambda_1, \lambda_2) > 0\) by our assumption on \(\phi(r)\), and \(\partial_y R(H_0) < 0\) by our construction, one gets
\[
\partial_y(\lambda_1, \lambda_2) = \partial_\tau(\lambda_1, \lambda_2)(m(\epsilon^{1-\gamma})\partial_y R(H_0) + O(1)\epsilon). \quad (3.28)
\]
Notice that \(\partial_y \theta = O(1)\epsilon\) (see (2.2)), so we have
\[
\int \{(2 - \lambda_1)w_1 w_2 \theta_y + 2(w_1^2 + w_2^2)\theta_y^2 + 2(w_1 w_2 - w_2 w_1)\theta_y\} dy 
\leq c\epsilon ||(w_1, w_2)||^2 + c\epsilon ||(w_1, w_2)_y||^2.
\]
Now
\[
\int wLq(A^\epsilon, d) dy \leq \epsilon ||(w_1, w_2)||^2 + c\epsilon^{-1} \int d^2(\epsilon y + \delta_0 + \epsilon \delta_1, \epsilon \tau) dy 
\leq \epsilon ||(w_1, w_2)||^2 + c\epsilon^{-2} ||d(\epsilon \gamma, \epsilon \tau)||^2 
\leq \epsilon ||(w_1, w_2)(\epsilon \gamma, \epsilon \tau)||^2 + c\epsilon^{6\gamma + \alpha - 3}.
\]
Finally,
\[ \int wLQ(A^*, w_y)dy \leq c \int |w|w_y^2dy \leq c\epsilon |w_y(\cdot, \tau)|^2 \]
which is by the assumption that \(|w|\|_{L_\infty} \leq c\epsilon\). Collecting all the estimates we have obtained thus far, we get
\[ \frac{d}{d\tau} |w(\cdot, \tau)|^2 + |w_y(\cdot, \tau)|^2 \leq -c \int m|\partial_y R(H_0)|w^2dy + c\epsilon |w(\cdot, \tau)|^2 + c\epsilon |w_y(\cdot, \tau)|^2 + c\epsilon^{6\gamma + \alpha - 3}. \]
Choosing \(\epsilon\) suitably small, we have
\[ \frac{d}{d\tau} |w(\cdot, \tau)|^2 + |w_y(\cdot, \tau)|^2 \leq -c \int m|\partial_y R(H_0)|w^2dy + c\epsilon |w(\cdot, \tau)|^2 + c\epsilon^{6\gamma + \alpha - 3}. \quad (3.29) \]

Applying a classical Gronwall-type inequality to (3.29) yields
\[ |w(\cdot, \tau)|^2 + \int_0^\tau |w_y(\cdot, s)|^2ds \leq c\epsilon^{6\gamma + \alpha - 4} \quad \text{for all} \quad \tau \in [0, \tau_0]. \quad (3.30) \]
Here we used the fact that
\[ \epsilon \int_0^\tau |w(\cdot, \tau)|^2d\tau \leq c\epsilon^{6\gamma + \alpha - 4} \quad \text{for all} \quad \tau \leq \tau_0. \]
Therefore, we have derived the desired \(L_2\) energy estimate on \(w\).

**Step 2:** To complete the proof of Lemma 5, we need the higher order \(L_2\) estimates on \(w\). But the procedures are exactly the same as that **Step 2** in the proof of Lemma 4. So we omit the proof here. In this section, we prove that
\[ ||\partial_y w(\cdot, \tau)||_1^2 + \int_0^\tau ||\partial_y w(\cdot, \tau)||_2^2d\tau \leq c\epsilon^{6\gamma + \alpha - 4} \quad (3.31) \]
for \(\tau \in [0, \tau]\) and \(c\) is independent of \(\tau_0\) and \(\epsilon\).

### 3.3 Proof of Theorem 1

To combine Lemma 4 and Lemma 5, we choose \(\gamma, \alpha\) such that
\[ 6\gamma + \alpha - 4 \geq 2, \]
then from Lemma 4, one has Sobolev’s inequality that
\[ ||w||_{L_\infty} \leq ||w||^{1/2} \cdot ||w_y||^{1/2} \leq ce^{-N\tau} \frac{1}{N} \epsilon^{(6\gamma + \alpha - 2)/2} \leq c\epsilon^2 \leq c\epsilon \quad \text{for all} \quad \tau \in [0, 1/N]. \]
So (3.7) is satisfied. Furthermore, when Lemma 5 is valid, again by Sobolev’s inequality, one gets

\[ \|w\|_{L^\infty} \leq \|w\|^{1/2} \cdot \|w_y\|^{1/2} \leq c\epsilon^{(6\gamma + \alpha - 4)/2} \leq c\epsilon, \]

therefore, Lemma 5 can be carried out till \( T/\epsilon \). We conclude that

**Proposition 2.** There exist positive constants \( \epsilon_0 \) and \( c_0 \), independent of \( \epsilon \), such that if \( 0 < \epsilon \leq \epsilon_0 \), then the Cauchy problem (3.5) has a unique smooth solution \( w \in C^1([0,T/\epsilon]) : H^2(R^1) \). And the following inequality holds:

\[ \sup_{[0,T/\epsilon]} \|w(\cdot, \tau)\|^2_2 + \int_0^{T/\epsilon} \|w_y(\cdot, \tau)\|^2_2 d\tau \leq c_0 \epsilon^{6\gamma + \alpha - 4}. \quad (3.32) \]

Consequently, we have from (3.2), (3.4) and (3.32) that

\[ \sup_{[0,T]} \|(h^\epsilon - A^\epsilon)(\cdot, t)\|^2 = \epsilon \sup_{[0,T/\epsilon]} \|w_y(\cdot, \tau)\|^2 \leq c_0 \epsilon^{6\gamma + \alpha - 3} \leq c_0 \epsilon^3. \quad (3.33) \]

Next, using Sobolev’s inequality, we have

\[ \|(h^\epsilon - S^\epsilon)(\cdot, t)\|_{L^\infty} = \|w_y(\cdot, \tau)\|_{L^\infty} \leq O(1) \|w_y(\cdot, \tau)\|^2 \|w_{yy}(\cdot, \tau)\|^2 \leq C\epsilon^{(6\gamma + \alpha - 4)/2} \leq C\epsilon, \]

which together with (2.36) gives (1.12).

Finally, we are to get the \( L^1 \) estimate. For this aim, we need several lemmas.

**Lemma 6.** For the given single-shock solution \( h(x, t) = (u, v)(x, t) \) to (1.1), we have

\[ \int_0^T \int_{R^1} + |(u, v)_{xx}(x, t)| dx dt \leq c, \quad (3.34) \]

for some constant \( c \).

**Proof:** For simplicity of presentation, we take the polar coordinates \((r, \theta)\). Then the behavior of \( h(x, t) \) can be described by

\[ r_t + (r \phi(r))_x = 0, \]
\[ \theta_t + \phi(r) \theta_x = 0. \quad (3.35) \]

Denote by \((r_0, \theta_0)(x)\) the initial value. By definition, there is no discontinuity on \( \theta \), no spontaneous shock on \( r \), and only one initial shock on \( r \) for each \( t \), \( 0 \leq t \leq T \). Therefore, for each \((x, t)\) with \( x \neq s(t)\), we can trace two characteristic lines backward to \( t = 0 \):

\[ x(t) = \xi_1 + \lambda_2(r_0(\xi_1))t, \quad x(t) = \xi_2 + \int_0^t \phi(r(x(s))) ds, \quad (3.36) \]
where $\lambda_2 = (r \phi'(r))_r$ and
\[ r_0(\xi_1) = r(x), \quad \theta_0(\xi_2) = \theta(x). \] (3.37)

Differentiating the two equations in (3.36) with respect to $\xi_1$ and $\xi_2$ respectively, one has
\[ \frac{\partial x}{\partial \xi_1} = 1 + \frac{d}{d\xi_1} \lambda_2(r_0(\xi_1))t, \quad \frac{\partial x}{\partial \xi_2} = 1 + \int_0^t \frac{\partial}{\partial \xi_2} \phi(r(x(s)))\,ds. \] (3.38)

Since there is no other discontinuity,
\[ 0 < c_1 < 1 + \frac{d}{d\xi_1} \lambda_2(r_0(\xi_1))t < c_2, \quad 0 < c_3 < 1 + \int_0^t \frac{\partial}{\partial \xi_2} \phi(r(x(s)))\,ds < c_4. \] (3.39)

Differentiating once again the two equations in (3.38) with respect to $\xi_1$ and $\xi_2$ respectively, we have
\[ \frac{\partial^2 x}{\partial \xi_1^2} = \frac{d^2}{d\xi_1^2} \lambda_2(r_0(\xi_1))t, \quad \frac{\partial^2 x}{\partial \xi_2^2} = \int_0^t \left( \frac{\partial^2 \phi}{\partial x^2} \left( \frac{\partial x}{\partial \xi_2} \right)^2 + \frac{\partial \phi}{\partial x} \frac{\partial^2 x}{\partial \xi_2^2} \right)\,ds \] (3.40)

By the definition of single shock solution, $\phi_x$ and $\phi_{xx}$ are bounded. This together with (3.39) yields that
\[ \left| \frac{\partial^2 x}{\partial \xi_1^2} \right| \leq c, \quad \left| \frac{\partial^2 x}{\partial \xi_2^2} \right| \leq c, \] (3.41)

for some constant $c$.

Differentiating both equations of (3.37) once with respect to $\xi_1, \xi_2$ respectively, we have
\[ r_{0\xi_1} = r_x \frac{\partial x}{\partial \xi_1}, \quad \theta_{0\xi_2} = \theta_x \frac{\partial x}{\partial \xi_2}. \] (3.42)

Continuing, differentiate the above two equations once again with respect to $\xi_1, \xi_2$, respectively, to give
\[ r_{xx} \frac{\partial x}{\partial \xi_1} = r_{0\xi_1} \frac{\partial x}{\partial \xi_1} \left( \frac{\partial x}{\partial \xi_1} \right)^{-1} - r_{0\xi_1} \frac{\partial^2 x}{\partial \xi_1^2} \left( \frac{\partial x}{\partial \xi_1} \right)^{-2}, \] (3.43)
\[ \theta_{xx} \frac{\partial x}{\partial \xi_2} = \theta_{0\xi_2} \frac{\partial x}{\partial \xi_2} \left( \frac{\partial x}{\partial \xi_2} \right)^{-1} - \theta_{0\xi_2} \frac{\partial^2 x}{\partial \xi_2^2} \left( \frac{\partial x}{\partial \xi_2} \right)^{-2}. \] (3.44)

Thus
\[ \int_{R^1} |r_{xx}(x,t)|\,dx = \int_{R^1} |r_{xx} \frac{\partial x}{\partial \xi_1}|\,d\xi_1 \leq \int_{R^1} |r_{0\xi_1} \frac{\partial x}{\partial \xi_1}|\,d\xi_1 + \int_{R^1} |r_{0\xi_1} \frac{\partial^2 x}{\partial \xi_1^2}|\,d\xi_1 \leq c, \] (3.45)
\[ \int_{R^1} |\theta_{xx}(x,t)|\,dx = \int_{R^1} |\theta_{xx} \frac{\partial x}{\partial \xi_2}|\,d\xi_2 \leq \int_{R^1} |\theta_{0\xi_2} \frac{\partial x}{\partial \xi_2}|\,d\xi_2 + \int_{R^1} |\theta_{0\xi_2} \frac{\partial^2 x}{\partial \xi_2^2}|\,d\xi_2 \leq c, \] (3.46)
where we have made use of the assumption (1.9). Hence
\[ \int_0^T \int_{R^1} |(r_{xx}, \theta_{xx})(x, t)| \, dx dt \leq c, \]  
which is (3.34).

In the polar coordinates, equations (1.2) can be written as
\[ \begin{align*}
    r_t + (r \phi(r))_x &= \epsilon r_{xx} - \epsilon r \theta_x^2, \\
    \theta_t + \phi(r) \theta_x &= \epsilon \theta_{xx} - 2 \epsilon \frac{1}{r} r_x \theta_x.
\end{align*} \]

To derive the $L^1$ estimate, we construct another approximate solution $h^a(x, t)$ as
\[ h^a(x, t) = h(x, t) + H_0(y; h_-, h_+) - J(y; h_-, h_+) \]
where $y = \frac{x - s(t)}{\epsilon}$ and $J$ is the so-called Heaviside function defined by
\[ J(y; h_-, h_+) = \begin{cases} 
    h_+ & \text{if } y \geq 0, \\
    h_- & \text{if } y < 0.
\end{cases} \]

Then $h^a(x, t)$ is continuous. Define
\[ \begin{align*}
    \tilde{r}(x, t) &= r^\epsilon(x, t) - r^a(x, t) = r(h^\epsilon) - r(h^a), \\
    \tilde{\theta}(x, t) &= \theta^\epsilon(x, t) - \theta^a(x, t) = \theta(h^\epsilon) - \theta(h^a),
\end{align*} \]
then for $x \neq s(t)$, the error equations are
\[ \begin{align*}
    \tilde{r}_t + (r^\epsilon \phi(r^\epsilon) - r \phi(r))_x &= \epsilon \tilde{r}_{xx} + \epsilon r_{xx} - \epsilon r^\epsilon \theta_x^2, \\
    \tilde{\theta}_t + \phi(r^\epsilon) \tilde{\theta}_x + \phi(r^\epsilon) \theta_x &= \epsilon \tilde{\theta}_{xx} + \epsilon \theta_{xx} - 2 \epsilon \frac{1}{r^\epsilon} r_x \theta_x.
\end{align*} \]

Lemma 7.
\[ \sup_{[0, T]} \|(h^a - A^\epsilon(\cdot, t))\|^2 \leq c\epsilon, \]
for some constant $c$.

Proof:
\[ h^a(x, t) - A^\epsilon(x, t) = (H_0 - J) + m(H_0 - h) - \epsilon(mH_1 + (1 - m)h_1) \]
\[ + \epsilon^2(mH_2 + (1 - m)h_2) - d \]
Note that in our case, the viscous travelling wave of the second family is actually like that in the scalar conservation laws with convex flux function. So we can apply the result obtained in [10], that
\[ |H_0(y; h_-, h_+) - J(y; h_-, h_+)| \leq (r_- - r_+) e^{-\alpha(r_- - r_+)|y|/2}. \]
where \( \alpha = \min \{(r \phi(r))_{rr}\} > 0 \). Thus

\[
\int |H_0(y; h_-, t) - J(y; h_-, h_+)|^2 dx \leq c \epsilon.
\]

On the other hand, since \( h(x, t) \) is left and right continuous at \( x = s(t) \) for each \( t \leq T \), \( \exists \epsilon_3 \)

such that if \( \epsilon \leq \epsilon_3 \), then

\[
|h(x, t) - h_-|, |h(x, t) - h_+| \leq \epsilon^{1-\gamma}/2, \quad \text{for all} \quad |x - s(t)| \leq 2\epsilon^{\gamma}.
\]

Consequently, we have

\[
\int |m(H_0(y, t) - h(x, t))|^2 dx = \int m((H_0(y, t) - J(y; h_-, h_+)) + (J(y; h_-, h_+) - h(x, t))^2 dx \leq c \epsilon.
\]

Then by the estimates on the functions \( H_1, H_2, h_1, h_2, d \) and (3.57), the inequality (3.56) follows.

**Lemma 8.**

\[
\sup_{[0,T]} \int |h^\epsilon(x, t) - h^a(x, t)| dx \leq c \epsilon.
\]

**Proof:** Multiplying both sides of (3.54) with \( \text{sign}(\tilde{r}) \) and integrating it over \( R^1 \), we obtain

after integrating by parts that

\[
\frac{d}{dt} \int |\tilde{r}| dx = \epsilon (a_j \tilde{r}_x(p_j+1-0, t) - a_j \tilde{r}_x(p_j +0, t))
\]

\[
+ \epsilon \int r^\epsilon \theta_{x}^2 dx + \epsilon \int |r_{xx}| dx,
\]

where \( a_j \) is the sign of \( \tilde{r}_x \) in \((p_j, p_{j+1})\). Since \( \tilde{r}(p_j, t) = \tilde{r}(p_{j+1}, t) = 0 \) and \( a_j \tilde{r} \geq 0 \) for \( x \in (p_j, p_{j+1}) \), we have \( a_j \tilde{r}_x(p_j +0, t) \geq 0 \) and \( a_j \tilde{r}_x(p_{j+1} -0, t) \leq 0 \). By (2.37), (3.32) and choosing \( \epsilon \) small enough, \( r^\epsilon > r^* > 0 \) for some constant \( r^* \). Then \( \int_0^T \int \theta_x^2 dx dt \leq c \). Using

Lemma 6, we integrate (3.64) over \([0, T]\) to get

\[
\sup_{[0,T]} \int |\tilde{r}(x, t)| dx \leq c \epsilon.
\]

Continuing, we multiply both sides of (3.55) with \( \text{sign}(\tilde{\theta}) \) and integrate the resultant equation over \( R^1 \) to get, after integrating by parts, that

\[
\frac{d}{dt} \int |\tilde{\theta}(x, t)| dx \
\leq \int \phi(r^\epsilon)_x |\tilde{\theta}| dx + c \int |\tilde{r}| \cdot |\theta_x| dx + \epsilon \int |\theta_{xx}| dx + c \epsilon \int (r^\epsilon_x^2 + \theta_x^2) dx.
\]
Now the first term on the right of (3.67) is estimated as

\[
\int \phi(r^e) |\tilde{\theta}| dx \\
\leq \int \phi(r^e) - \phi(R) x |\theta^e - \theta(A^e) + \theta(h^a)| dx + \int \phi(R) x |\tilde{\theta}| dx \\
\leq \int (\phi(r^e) - \phi(R)) x |\theta(A^e) - \theta(h^a)| dx + \int \phi'(R) \left( \frac{1}{r} m R(H_0)_y + c \right) |\tilde{\theta}| dx + c ||\tilde{w}(\cdot,t)||_1^2 \\
\leq c \int |\tilde{\theta}(x,t)| dx + c ||\tilde{w}(\cdot,t)||_1^2 + c ||A^e - h^a||_1^2
\]

where \( R = r(A^e), \tilde{w} = h^e - A^e \). Note that \( \theta(h^a)_x \) is bounded. By (3.66), the second term on the right is estimated as

\[
\int (\phi(r^e) - \phi(r^a)) \theta x dx \leq c \epsilon.
\]

Collecting all the above estimates and using Lemma 6, one has

\[
\frac{d}{dt} \int |\tilde{\theta}(x,t)| dx \leq c \int |\tilde{\theta}(x,t)| dx + c ||\tilde{w}(\cdot,t)||_1^2 + c \epsilon
\]  

(3.69)

Applying Gronwall-type inequality, one obtains

\[
\sup_{[0,T]} \int |\tilde{\theta}(x,t)| dx \leq c \epsilon.
\]  

(3.70)

Finally, by (3.59), one easily has that

\[
\int |h(x,t) - h^a(x,t)| dx \leq c \epsilon.
\]  

(3.71)

This together with Lemmas 7 and 8, leads to (1.13). This completes the proof.
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