Convergence to Equilibria and Blowup Behavior of Global
Strong Solutions to the Stokes Approximation Equations
for Two-Dimensional Compressible Flows with Large Data
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Abstract. This paper concerns the large time behavior of strong and classical
solutions to the two-dimensional Stokes approximation equations for the compress-
ible flows. We consider the unique global strong solution or classical solution to the
two-dimensional Stokes approximation equations for the compressible flows with large
external potential force, together with a Navier-slip boundary condition, for arbitrar-
ily large initial data. Under the conditions that the corresponding steady state exists
uniquely with the steady state density away from vacuum, we prove that the density
is bounded from above independent of time, consequently, it converges to the steady
state density in LP and the velocity u converges to the steady state velocity in WP for
any 1 < p < oo as time goes to infinity; furthermore, we show that if the initial density
contains vacuum at least at one point, then the derivatives of the density must blow
up as time goes to infinity.
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1 Introduction

The compressible isentropic Navier-Stokes equations, which are the basic models
describing the evolution of a viscous compressible gas, read as follows

{pt + div(pu) = 0,

(pu)t + div(pu @ u) — pAu — V(Edivu) + VP(p) = pF, (11)

where z € Q € RY,t € (0,T) and P(p) = ap”,a > 0,7 > 1, F is the external forces
density, and the viscosity coefficients u, & are assumed to satisfy u > 0 and £ 4+ pu > 0.

There is huge literature on the studies on the global existence and large time behavior
of solutions to (1.1) (see [4,10,11,14,21-23,29,30]). For the existence of weak solutions
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for arbitrarily large data(which may include vacuum states), the major breakthrough is
due to P. L. Lions [18-20] (see also Feireisl et al [5]), where he obtains global existence
of weak solutions - defined as solutions with finite energy - when the exponent - is
suitably large. The only restriction on initial data is that the initial energy is finite, so
that the density is allowed to vanish. Despite this progress, the regularity and behavior
of these weak solutions remains open in many important cases. As emphasized in many
papers related to compressible fluid dynamics [3, 10,12, 14,28, 29,32, 37], the possible
appearance of vacuum and uniform upper bound estimate on the density is one of
the major difficulties in the theory of global existence and regularity of solutions. In
particular, the results of Xin [37] show that there is no global smooth solution (p,u) to
Cauchy problem for (1.1) (F' = 0) with a nontrivial compactly supported initial density,
which gives results for finite time blow-up in the presence of vacuum.

There are many results concerning the large-time dynamics of solutions to problem
(1.1). For 1D case, see [33,34] and the references therein. In several space dimensions,
Matsumura and Nishida [21, 22] first prove the stability of a constant steady state
(p,0) in H3-framework with respect to small initial disturbances in the case F = 0.
For FF = V - F} + F» small enough, Shibata and Tanaka [31] obtain the stability of
steady flows with respect to initial disturbances, provided the H? norm of the initial
disturbance is small enough. For large F' = V f and v > N/2, Feireisl and Petzeltova [6],
Novotny and Straskraba [27] prove that for different boundary conditions, the density
of any global weak solution converge to the steady steady state density in L? space for
some p as time goes to infinity if there exists a unique steady state. As soon as the
unique steady state with density away from vacuum exists, under the conditions that
the initial data are close enough to the steady state with the steady state density away
from vacuum, Matsumura and Padula [24] obtain both the existence of the unique
classical solution to problem (1.1) in H3-framework and the stability of the steady
state.

The major difficulties in analysis of the compressible Navier-Stokes equations (1.1)
are the nonlinearities in both the convection and the pressure and their interactions. To
study the well-posedness of solutions and gain understanding of the key issues, one has
been looking into various simplified models of the Navier-Stokes systems. One of the
prototype simplifications of the Navier-Stokes system (1.1) is the Stokes approximation

{pt + div(pu) = 0, L9

pur — pAu — EV (divu) + VP = pF,

where p = const. > 0 is the mean density, and P = ap”,a > 0,v > 1. This is a good
approximation for strongly viscous fluids when the convection is unimportant.

For simplicity, we take p = 1,u = 1,£ = 0,a = 1, and study the following system
with large potential force

pt + div(pu) = 0, (1.3)
ug — Au+ VP = pVf,

in a bounded domain  in RN, where P = p7,y > 1. As usual we impose the initial
conditions

p(O) = vau(O) = Uo, (1'5)



and the no-stick boundary condition:

curlu = 0 on 0f) if N =2,

curlu xn=0o0n 9 if N =3, (1.6)

u-n =0 and {
where n is the unit outward normal to 0. The first condition in (1.6) is the non-
penetration boundary condition, while the second one is also known in the form

(D(u) -n)r =0, (1.7)

where D(u) is the stress tensor with components
1 . .
D;j(u) = 3 (Qviu] + 855].11,’) )

Condition (1.7) means the tangential component of D(u) - n vanishes on the boundary
0f). This is known as a Navier-type slip boundary condition.

In this paper, we consider the two-dimensional case, i.e. N = 2. The corresponding
steady problem to the initial-boundary-value problem (1.3)-(1.6) is

div(psus) = 0,
—Aug + sz = psVf,
us - nlgg = 0, curlug|pg = 0.

/psd:r—/podx.
Q Q

In [24], Matsumura and Padula prove

Lemma 1.1 Let f € C* (ﬁ) ,k > 1. Assume further that

N1 ' 1/(v=1)
/Q <T (f - Hﬁlff)) dr < /Q,Ood:v. (1.9)

Then problem (1.8)has a unique solution (ps,0),0 < ps € C* (2) .

Remark 1.1 Condition (1.9) means that the steady problem (1.8) has a unique solu-
tion provided the total mass exceeds some critical value(which depends on the potential).
If the total mass is less than the critical value then the solution does mot always exist,
see the counterexamples in [1].

It should be noted that the 2D initial-boundary-value problem (1.3)-(1.6) has been
thoroughly studied by many people. In particular, the existence of classical solutions
to the 2D initial-boundary-value problem on any finite interval [0, T](T > 0) for arbi-
trarily large smooth initial data has been proved by [2,15,17,20,25]. However, several
important physical questions still remain unsolved. In particular, there have been no
results on the uniform estimates and the large-time behavior of the solutions for “large
external forces”.

In this paper, our main aims are to derive some uniform time-independent estimates
on the strong solution to problem (1.3)-(1.6) and study the large-time behavior of
the solution with arbitrarily large potential force and initial data. As a byproduct,
we have obtained the appropriate asymptotic stability of steady state under general
perturbations. First, we derive a uniform time-independent upper bound for the density
to the problem (1.3)-(1.6) for arbitrary large smooth initial data; then, as a consequence
of the uniform estimate on the bound of density, we show the large time asymptotic
behavior of the strong solutions. Our first result is



Theorem 1.1 Suppose that N = 2 and that for some q¢ > 2,1 > 1,
po € WH(Q),ug € WHTH(Q), f € C* (D). (1.10)

Assume further that (1.9) holds. Then problem (1.3)-(1.6) has a unique solution (p, u)
such that for any T > 0,

oFp oFu

oF € L0, wi=ka(qQ)), = €170, T; Wi=ktla(Qy), (1.11)
for any k,0 < k <, and moreover, there exists some C independent of T such that
sup_|p(, )|z () < C, (1.12)
0<t<T
and
Jim (llo = pollze) + luC Dllwog) ) =0, (1.13)

for any o, B € [1,00).

Remark 1.2 If | = 1, the unique solution is the so-called strong solution; if | > 2,
the unique solution s also a classical one. In this paper, by a strong solution, we
mean a pair of functions p and u satisfying the equations (1.8) (1.4) almost everywhere
in 0 x (0,00); and a classical solution means a pair of functions (p,u),p € C1( x
(0,00)),u € C?*(Q2 x (0,00)) satisfying (1.8) and (1.4) everywhere in  x (0, 00).

Remark 1.3 In contrast to [24], we require neither that the initial data are closed
enough to steady state nor that the initial density is away from vacuum.

Remark 1.4 In both [6] and [27], it has been shown that for problem (1.1), if the
steady state is unique then the density of any weak solutions to problem (1.1), whose
L7(Q)-norm is bounded independent of time, must converge to the steady state density
in LP(Q2) for 1 < p <~. Theorem 1.1 shows that for large external potential force and
large smooth initial data, where the initial density may contain vacuum, there exists a
unique strong (or classical) solution (p,u) on [0,T)] to the 2D problem (1.3)-(1.6) for
any T > 0. Furthermore, if the steady problem (1.8) has a unique solution (ps,0) with
ps away from vacuum, under the conditions that the initial data are smooth and that
the mean value of the initial density is equal to that of ps, then not only the density
must converge to the steady state density in LP(Q) for any 1 < p < oo as time goes to
infinity and must be bounded from above independent of time but the velocity u must
converge to 0 in WHP(Q) for any 1 < p < oo.

A natural question rises from the consequence result (1.13): Can one obtain the large
time asymptotic convergence of the density in stronger norms? It will be shown that
if the initial density contains vacuum at least at a point then the derivatives of the
density has to blow up as time goes to infinity, that is

Theorem 1.2 In addition to the conditions of Theorem 1.1, assume further that there
exists some point g € Q such that po(zo) = 0. Then the unique global strong (or
classical) solution (p,u) to problem (1.3)-(1.6) obtained in Theorem 1.1 has to blow up
as t — oo; that is

tlggo IVo(-, )|l Lan) = oo



Remark 1.5 It would be interesting to study the existence and large time asymptotic
behavior of solutions for the case ¢ = 2. This is left for the future.

We now comment on the analysis of this paper. By using the space-time higher
power estimate on the density due to P. L. Lions and the theory of compensated com-
pactness as in [6], one can derive the L!-convergence of the density to the steady state
density. Thus, the key step to prove (1.13) is to derive the uniform time-independent
L*>-estimate on the density, (1.12). To this end, we try to modify our analysis in [17].
However, due to the arbitrariness of the size of the potential force, we cannot gener-
alize our approach in [17] directly to our case, where the key step is to estimate the
deviation of the density from the steady state density. To overcome this difficulty, we
first normalize the momentum equation by dividing it by ps and by making full use of
the structure of the steady states; then we can show that the power of the deviation
of the pressure from the steady state pressure are smaller than that of the deviation
of the density p from the steady state ps of the other terms. The combination of these
facts, together with some careful estimates on the deviation of the pressure from the
steady state pressure and the difference between the divergence of the velocity field and
the deviation of the pressure from the steady state pressure, then yields the desired
estimates.

This paper is organized as follows. In Section 2 we collect some elementary facts
which are helpful for our analysis in the future. The main results, Theorem 1.1 and
Theorem 1.2, are proved in Section 3 and Section 4 respectively.

2 Preliminaries

In this section, we will recall some known facts and elementary inequalities which
will be used and play important roles later.

Consider the following parabolic problem in a bounded smooth domain Q C RV,

- ASO = f7
a—i =0 on 0f2.

We denote by f the average of f over , i.e.,

— 1
f—ﬁﬁéﬂmm

Then the following facts are well-known (see [8,9]):
Lemma 2.1 Assume that p € (1,00) and T € (0,00]. Then for
fe{fel?(x(0,T)),f=0},
the problem (2.1) has a unique solution ¢ such that
w1, D*p € LP(0,T; LP(Y)), and @ = 0;

moreover, there erists a positive constant A independent of T such that

T T T
AH%@%M+A\MﬂNPﬁ<A/HNﬂM



Lemma 2.1 and the Hodge decomposition lead to the following simple derivative
estimate.

Lemma 2.2 Let r € (1,00) and f € {f € L"(Q x (0,T))|f =0}. Then the solution
of the following parabolic problem:

v — Av =V f,
v(z,0) =0,

supplemented with (1.6), satisfies

1DVl rx0,m)) < AllfllLr@x 0,1))
with A independent of T.

Also, the following estimate will be used later to get the uniform upper bound for
the density.

Lemma 2.3 ( [39]) Let the function y satisfy
y'(t) < gly) +6'(t) on [0,T],5(0) =",

with g € C(R) and y,b € WHL(0,T). If g(o0) = —oc and b(ts) —b(t1) < No+ Ni(ta—t1)
for all 0 < t1 <ty < T with some Ny > 0 and N1 > 0, then

y(t) < max {yO,Z} + Ny < o0 on [0,T7,
where ¢ such that g(¢) < —Nj for ¢ > (.
The following well-known inequality is due to Ladyzhenskaya.

Lemma 2.4 ( [16]) Assume that N =2, Q is a bounded domain in R? with piecewise
smooth boundary, and that

ue {ue HY(Q), 7= 0} orue {(HI(Q))2 U nlgn = O}.
Then there exists a constant C' independent of u such that
1/2 1/2
lullza < Clull 2 1 Dull

To get the space-time estimate for the pressure P, we need the following lemma
concerning the solution to the problem

{divv = f, (2.2)
v[on = 0.
Lemma 2.5 ( [7]) There exists a linear operator
B=[Bi,Bo): {f € LP(Q)|F =0} — [WyP(Q)?

such that v = B(f) satisfies (2.2), and

1B sy < COMlFlisiays Jor any 1< p < ocs
moreover, if f = div'g for a certain g € [L"(Q)])?,q - nlaq = 0, then

1B er@) < CO) G Ny -

for any 1 <r < oco.



3 Proof of Theorem 1.1.

Due to the existence and uniqueness results established in [15,17,20], we need only
to show that both (1.12) and (1.13) hold.

Let T € (0,00) be fixed and C denote a generic positive constant independent of 7'
Integrating (1.3) over Q2 x (0,¢) leads to

oGl = llpollLr, for all £ > 0. (3.1)

Standard energy estimates for (1.3)-(1.6) yield that

d
PO+ 1Dull?. <0, (3.2)

with the total energy F(t) being defined by

N 1 1
B2 [ (Gl + 707 - o )

Consequently, both (3.1) and (3.2) give that

1 1 t
= sup [ju(-,s)||72 + 7 sup [|[P(s8)]p +/ | Dul7 2ds
0<s<t 0

2 p<s<t v —
1 1
SﬂW@+——WMu+/MM—/me
y—1 0 Q
<C. (3.3)

Thus, we use Lemma 2.4, (3.3), (1.6) and Poincaré’s inequality to derive that for any
1 <p<oo,

t
Awa;+w@+wﬁnwsa (3.4)

Using (3.3) and (3.4), similar to [6], we can deduce
Lemma 3.1 Let (p,u) be the unique strong solution to problem (1.3)-(1.6). Then

Tim [lp(-, 1) — ps()llg = 0. (3.5)

Remark 3.1 Since (3.5) holds, without loss of generality, we can assume that for any
4 >0,

sup |[(p — ps) (5 t) |1 < 6. (3.6)
0<t<oco

To prove Lemma 3.1, we need the following stronger space-time estimates on P.

Lemma 3.2 Let 0 < 0 < 1/2. Then there exists a constant C(0,) such that

T+2
/ / PWdzds < C(0,9Q), for all T > 1. (3.7)
T—1 Q



Proof. Multiplying (1.4) by B <P9 — ﬁ) , where B is as Lemma 2.5, integrating the

result over  x (7 — 1,7 + 2), we get after integration by parts

T+2
/ /P1+9dxds
T—1
T+2 -
_P9/ /deds+/ul’5 (PG—P9> dz
T— Q
9 T+2 P
uoB ( P? — Fy d:r—l—/ /uB div | P’u) ) dxds
- [ woB (% [ ) s (div (P'u))
T+2
79—1/ /uB Pedivu—Pedivu> dxds
T+2 ”
/ / VuiVB (P9 P9) dxds
T+2
/ / prB P9 P9> dwds. (3.8)

We can estimate each of the terms on the right hand side of (3.8) as follows:
First, we use Lemma 2.5 and (3.4) to derive that

/TT+2 /Q ulB (div <P0u>) dxds
+2

-
<o
T—1

1176 ”UHiz/(l—e) ds

<, (3.9)

and

T+2
/ / ulB (Pedivu — Pgdivu> dxds

2
sc/ lull oo 1PI%, [ Dul 2ds
T—1
e (3.10)

Next, (3.3), Lemma 2.5 and Hélder’s inequality lead to

o / VuiVB <P9 P9> drds

sc/ | D 2| P[0 ds
T—1
<, (3.11)

owing to # < 1/2. Finally, (3.1) and (3.3) yield that
T+2
/ / pv fB P9 P9> dzds

<c/ ol ||

Ll/@
(3.12)



(3.7) thus follows easily from (3.8)-(3.12).
Proof of Lemma 3.1. We deduce from (3.3) and (3.4) that

x (o0
| s < [ ol lelaeio-n @ ds

¢ [ IDuleqays
C.

IN

<

Thus, for any 1 < p < oo, it holds that
T+ 2 2 2
Tim / (Wl + ooy + 1Duls ) ds =0, (3.13)

Consider a sequence 7,, — 00, and define
pn(x,t) = p(z,t + 7)), up(x,t) = u(x, t + 1,),t € (—1,2),2 € Q.
We shall prove that (3.5) holds in two steps. The first one is to show
i lpn = psllzr@x(0,1)) = 0- (3.14)
By virtue of (3.3), there is a subsequence 7,, — oo such that
pn — p weakly in L7(Q2 x (—1,2)). (3.15)
Moreover, (3.7) leads to
P(pn) — P weakly in LP*(Q x (—1,2)) for 1 < p; < (y + )/~

In view of (3.13), it is easy to pass to the limit in the continuity equation (1.3) to
deduce that p must be independent of t. Moreover, passing to the limit in (1.4) and
using (3.13), we get

VP =5V in D'(), / pdx = / poda. (3.16)
Q Q

Consequently, since P is a strictly increasing function of p, it is enough to show that
the convergence in (3.15) is, in fact, strong.

To this end, we set

1 0
G(z) =z for0<a<min{%,m}.

Consider the vector functions
[G(P(pn)),0,0] and [P(pn),0,0]
of the time variable ¢ and the spatial coordinates . Noticing that G(P(py)) satisfy
G(P(pn))y = —div (G(P(pn)un) — (v — DG(P(py))divuy,
we can use (3.7) to get

Divy . [G(P(py)),0,0] precompact in W14 (Q x (—1,2))



with ¢ — 1 > 0 small enough, where
Dive o (Vo, V1, Va) = (Vo) + 02y Vi + O, Vo
Similarly, we get from (1.4) and (3.13) that
Curlyz [P(py),0,0] precompact in [W~1%2(Q x (-1, 2))]9,

where

(Curlt,x(vba to 7‘/3))” £ aﬂcz‘/j - ax]'W7x0 £ tvivj = 07 17 2.

Finally, we can assume that

—

G(P(pn)) — G(P) weakly in LP?(Q2 x (—1,2)),

and

o —

G(P(pn))P(pn) — G(P)P weakly in L"(2 x (—1,2)),

with

11 1 1
—V— F+—=-<1.
o p1 P2 r

Using the LP-version of div-curl lemma of Murat [26] and Tartar [35] (see also Zhou [38]),
we deduce that

p2 =

e —

G(P)P = G(P)P. (3.17)
As G is strictly monotone, (3.17) yields that
=6 (F)

Thus, we get the strong convergence in (3.15) easily. Moreover, we infer from (3.16)
that

p = ps.

This finishes the proof of (3.14).

The second step is to show that (3.5) holds. Since ps is unique, we get that for any
T — 00, the shifts p,(t) = p(t + 7) converge to the steady state ps, specifically,

pr — ps strongly in L7(Q x (0,1)) as 7 — oo.

On the other hand, since E’(t) < 0, the energy F(t) converges to a finite contant for
large time:

Eo = ess lim E(t).

t—o0

Thus,

Tn+1 1 1
FEw = lim / < pl = fp) dxdt = / ( Pl — fpz> dz.
=00 o o\7—1 a\7—1

Moreover, the continuity equation (1.3) easily yields that

p(t) — ps weakly in L7(Q) as t — oo.

10



Consequently,

1
Eyxw = /Q<V_1Pz—fps>d$
lim nf /Q (7 ! () - f,o(t)> dz
. 1
sy [ (70— 1olt)) de

1 1
< esslimsup/ (—|u|2 + pl(t) — fp(t)) dz
o \2 7-1

IN

IN

t—o0

= ess lim E(t)
t—o00

= F.

The proof of Lemma 3.1 is completed.

Next, our main analysis is the following estimates on the density and pressure devi-
ation, 7 and @, which are defined by

n=p—ps,Q=p" —p]
respectively. We get from (1.8) that Vf = vpl 2V ps. Thus (1.4) is equivalent to
—Au+V (p7 = p)) = v(p = ps)pl *Vps = 0. (3.18)
Noticing that

pst (V (07 = p1) = v(p— ps)pd *Vps)
=V (pM 0" = p1)) — (0" — p1)Vps ' + 90172 (ps — p) Vs
=V (ps (0" = p1)) + ((0" = p) —vpY ' (p = ps)) 5 Vs

1 1
=V (o' 0" = 1) + (v - 1),0§2V,05772/0 /0 o (ps + o) 2dod),

multiplying (3.18) by p;'B(n), integrating over Q x (0,t), we get after integration by
parts and using Lemma 2.5 that

//plendxds
= [ o ubs - / o uoB(po — po)dz
/ / o7V (B(div(nu)) + B(div(psu))) deds

B ; .
+/o /Qv“ (05 'V B (n) + B (n)Vp; ') dads

—l—'y('y—l)/ QVPS 2/ / (ps + odn) " 2dod\B(n)dzds.  (3.19)
0

The terms on the right hand side of (3.19) can be estimated separately as follows:
Lemma 2.5 and (3.3) give that

/ ps uB(n)dz
Q

< Cllull2(nlle» < C; (3.20)

11



Lemma 2.5 and (3.4) lead to

/ / o7 (B(div(nu)) + B(div(pew))) dds
0 Q

t
<€ [l + o) ds

t
< c€+5/ 7122 ds, (3.21)
0

and

/ / vu' (p; VB (n) + B'(n)Vp; ') dzds
0 Jo

t
<c /0 | Dl gl 2 ds

t
<C.+ 5/ [nl|32ds. (3.22)

0

It follows easily from Lemma 2.5 that

1B(n)[l Lo Cllnll 1+

Cllnl33 1l
Clinll iz |IQ1 + s
Co' 0 (|QI3. + 1),

with 6 = 2v2/((y +1)(2y — 1)) € (0,1). This yields that

IN N

IN

0
L2y

IN

t 1,1
/ / ps 2NV psi’® / / o(ps + odn) " 2dod\B(n)dzds
0 Ja 0o Jo

t
<c / 1B()]| 1 / Qndads
0 0
t
< oot < sup [|Q[%2 + 1> / / Qndxds. (3.23)
0<s<t 0 Q

We deduce from (3.19)-(3.23) by letting ¢ be small enough that

¢ ¢
/ /Q (Qn -+ 772) dzds < C 4+ C5'77 sup HQH%Q / /QQndxds, (3.24)
0 0

0<s<t
where we use the fact Qn > pl~'n? > Cn?.

Thus, we have to estimate the term sup [|Q|7.. Note that Q satisfies
0<s<

Q: + div(Qu) + div(plu) + (v — 1)Qdivu + (y — 1)pldivu = 0. (3.25)

We multiply the equation (3.25) by @, then integrate the result over both space and
time to obtain

2 ! 4 V2 1 ! 2
Qi < o [lkas) +5 [ Qs e )

12



In order to estimate the second term on the right hand side of (3.26), we denote by
S £ divu — @ and integrate (3.25) over Q x (0,t) to get

/Q,o'ydx—k(v—l)/ot/QQdeds
:/ngdx—(v—1)/(:/QQdeds—(7—1)/0t/gnu-Vfd:cds
=) [ o+ (=) [ fpda
_VT_l/Ot/QQ%xds+C/Ot/ﬂs2dxds+c/0t/ﬂn2dxds+c

-1 [t t t
—/ /Q2dxds+C/ HDSH%zds—i-C/ / (Qn +n?) dzds + C, (3.27)
0 Jo 0 0 Jo

where the first equality is due to

t
/ /pzdivud:cds
0 JQ
t
:—/ /u-szd:cds
0 JQ
t
——/ /psu-Vfd:rds

/ Vfdxds—/ot/ﬂpu-Vfd:rds
K

/ Vfdxds—/ot/ﬂfptdxds
//nu Vfdxds—/ﬂfpdx—i—/ﬂfpodx,

and in the third inequality we have used the following two facts:

t
Vfdxds—l—/ /fdiv(pu)dxds
0 JQ

\\\

2
ISIZ2 < CIIDS|Z. +CQ (3.28)

since S = —Q, and

/Q ds = |Q|—2/Ot (/QQn_lndx>2ds

< C’/Ot/QQn_ldx/QQnd:cds

< C/OtA/OI(Ap+(1—A)ps)v—ldmx/ Qndzxds

< o [ (101" + 101") [ @uasas

< C /0 t /Q Qndzds. (3.29)

13



Thus, (3.27) leads to

t
/p”d:c—i—/ /QQd:cds
Q 0 JQ

t t
< C+C/ ||DS||%2dS+C/ / (Qn + n?) duds. (3.30)
0 0 Jo

Adding (3.30) to (3.26) yields that

t
H@@+ALQ%m

t 1/2 t
<C </0 ||Q\|%4ds) +C/O /Q(Q77+772) dxds

t
+C/ | DS||72ds + C. (3.31)
0

It remains to estimate the terms on the right hand side of (3.31).

First, multiplying (3.25) by Q? and integrating the result over © x (0,t), one can
obtain after integrating by parts and Hélder’s inequality and (3.3) that

t t
1P + / 1Q(s)[Lads < C + © / I1S]1L.ds, (3.32)
0 0

where one has used the simple fact that Q% > p37/2 — C ,o;”.

Next, (3.31) and (3.32) show that we have to estimate both S and DS. Using the
notations curlu = 9y, u? — Op,u! and V+ = (0,,, —0z,)T, one can rewrite (1.4) as

ug — VS + Vieurlu = nVf. (3.33)

We multiply (3.33) by —V.S and integrate the result over € to get after integration
by parts

(IS172), + IDSI72

<2 [ @iSda+ Clnl:
Q
< —2/ QuVSd:):—2/ pluV Sdx
Q Q
+C/Q(|Q||DU||5| +[Du|8]) dz + ClInl7
< —2/ Quutdﬂc—i—C'/ |Qu| (| Deurlu| + |n|) dz
Q Q
+C/Q(IUHDS!+\DUHS\)d%'+C/Q\QHDUHSW$+CH?7H%2
1
<=2 [ Quuds + £ Quifs + Col|Dewrtulfs +Cllnls + 1S3
+C ([ull22 + | Dull22) + CQ° +C/ (|Du)?|S| + |Du|S?) dx, (3.34)
Q

where we have used (3.25), (3.33), and (3.28) for the second, third, and last inequality
respectively.
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By using (3.25), the first term on the right hand side of (3.34) can be estimated by

—Q/S]Quutdx
— 2 2
= </QQ|U| da:>t-|—/QQt|u| dx

<- (/ Q!u\de) +c/ ]Du\Qlu\Qd:r—l—C/ 1S |ul2| Duldz
Q t Q Q
+C||Dul|Zz + Cllul7a. (3.35)

To estimate the third one, we notice that curlu satisfies

{curlut — Acurlu = curl(nV f), (3.36)

curlulpg = 0.

Multiplying (3.36) by curlu, and then integrating the result over Q x (0,t) lead to
t t
(|curlul|3. —l—/ | Deurlul|7.ds < C + C/ 71|32 ds. (3.37)
0 0

To estimate the second term on the right hand side of (3.35), we multiply the equation
(1.4) by |ul*u and integrating the result over Q x (0,t) to get

t
sup H’LLH%A"‘/ \|D(|u|u)||%2d5
0<s<t 0
! ’ 1/2 .
SC/ / (’uP’DUHS’-F‘Du’Q‘u’?) dxds + CA (/ Hu”%8d3> _|_C)\/ ”77“%2613
0 JQ 0 0
t
SC/ / ([ul*[DullS| + |Dul*|ul*) dzds
0 JQ

t t
+Ox (s Ll + [ ID(ulIRads) + €3 [ nlaas, (3.39)
0<s<t 0 0

due to the following Gagliardo-Nirenberg inequality

t 1/2 t
(/ HUHSLst) < C sup HullizlJrC/ ID(Jufu)|7ds,
0 0<s<t 0

since |u|?u - n|sq = 0. Choosing A small enough in (3.38) leads to
¢
sup fullfa+ [ 1D(ulo)]3zds
0<s<t 0

t t
< C/ / (|ul*|Dul|S| + |Du|2|u|2)dxds+0/ [7]|3 2 ds. (3.39)
0 JQ 0

We derive from (3.34), (3.35), (3.37), (3.39) and (3.31) that
t
|l + 18P+ 91+ cl@P) do+ [ (NI + 1DSIE:) ds
Q 0
t
< C’E/ / (|Du|S2 + |u|2|Du||S| + |Du|2|S| + |Du|2|u|2) dxds + C.
0 JOQ
t 1/2 t t
+Ce (/ HQH%MS) + C'z-:/ |DS|32ds + CE/ / (Qn + n?) duds.(3.40)
0 0 0 Jo
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The first term on the right hand side of (3.40) can be estimated as follows:
First, since S = —Q, Lemma 2.4 yields that

2
IS7s < ClISIlz2 1 DS 2 + CIDS|| 2 + CQ”

Thus, Holder’s inequality and (3.29) lead to

t
/OHDUSQ(-,S)Hles
! 2
< /0 | Dl 2 1113
t —=2
< [ 1ulz (1815210852 + 1812 + ) ds

t t t
Ss/ HDSH%zds—kCg/ HDUH%QHSH%zds—i-C/ /Qndxds+0.
0 0 0 Q

Next, using (3.41) and (3.3), we have

t
/ / (|Dul?|S| + |u|*|Dul|S|) dzds
0 JQ
t
S/O (IDull 2| Dull all SNl o + ull7a | Dull pal|S) ) ds

t
< C/ (IDull 2| Dullall Sl pa + llull 2 || Dull 2] Dul[ 4| S| £+) ds
0

L2 L2 L2

t 1/4 t 4/ ” P "
gc(/o HDuH4L4ds> (/0 IDul 2 (ISIZIDSIZS + @ )ds)
t 1/2 .
+e (/ HDU||4L4d$> +5/ IDS|2.ds + C.
0 0

t 1/4 t 1/4 t
<o([1outas) ([ 1psizaas) ([ 1Dulisieds)
0 0 0
t 1/4 t 1/2 t, 1/4
+C (/ |yDuH§4ds> (/ ”Duuigds> (/ st>
0 0 0

¢ 1/2 t
ve ([ 1Dultads) e [IDSIRds .
0 0

¢ 1/2 ¢ ¢
< Ce </ ||Du\|§4ds) —1—05/ ||DS||%2ds+CE/ | Dull221S)2 2 ds
0 0 0

t
—1—05/ /Qndxds—f—Cg.
0 JQ

t
e / |Dullgz | Dulls (ISIZIDSI + IDSIE + [Q]) ds

1/2

16

(3.41)

(3.42)

(3.43)



And also,
t
//|u|2|Du|2d1‘ds
0 Q
t
< / leufull o |\ Dl | Dl 2 s
t
1/2 1/2
<C / [ulul 5 luDul Y2 (| Dul| 1 | Dul| 2 ds
LA L4 L

1 [t t
35/ luDullzzds +C / lull 21 Dull e | Dul i ds,
0 0

consequently,

t
/ / lu|?|Du|?dzds
0 JQ

t
4/3 4/3 4/3
<c /0 a3 Dull Y3 | Du| 2 ds

t A 1/3 ‘ ) ,
sci(AHDmuum> (Anmhprhﬂb>
t 1/2 ¢
Ss(/ HDuH‘hdS) +C. (/ HUII%szDuHist)
0 0

t 1/2 t
<e </ ||Du\|§4ds> +C€/ ul| 4]l Dulf3 2ds + C-. (3.44)
0 0

2/3

2

Finally, Lemma 2.2 yields that

t 1/2 t
(/HDm;@> §C+C(/HQ%mQ
0 0

It follows from (3.40), (3.42)-(3.45) that

1/2 t
+C/ ]| 2ds. (3.45)
0

t
/Q (lul* + 12 + pfuf® + £|QP) do + /0 (elQI2. + |DS|2.) ds

t 1/2 t t
g&(/umm@> +&/ﬂpm;@+@/ /@m+#mms
0 0 0 Q

t
el / 1Dul: (lullZs + [[ulls) ds + C-

t 1/2 t
<Ce (/ HSH%gHDSH%gdS) + Cg/ / (Qn+ n?) duds
0 0 Jo

t t
+&/mpw;@+@/mpm;mw;+mma@+g. (3.46)
0 0
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Choosing € small enough in (3.46) and using (3.24) yield that
t
[l + 18P+ 1QR) o+ [ [ (Qu+ @+ DSP) dads
Q 0 Ja
t t
< [ [ (@u+?)duds - C [ 1Dulfs (ulfs + ult) ds + ©
0 Jo 0
t
< C+ 6 sup HQH%Q/ /Qndxds
0<s<t 0 JQ
t
+C [C1Dula (ol + ulls) ds +C
Gronwall’s inequality thus gives that
t
sup (ISI3: +1Q1% + i) (9 + [ (IDSIE +1QUE) ds <. (347

due to (3.3). This estimate, together with (3.41), (3.32) and (3.45), yields that

T
swp PG+ [ (1@ + QUL +IDulf) ds<c. @)
0<s<T 0

With (3.48) at hand, we can use Lemma 2.3 to get the uniform upper bound for p.
To this end, we need some elementary estimates first. Denote by ¢ and v the unique
functions such that u = Vg + V4. Then

Ay = divu,

92| _ da = 0:
BQ 7/5;()03? b

on
A = —curlu,
Plog = 0;
Similarly, we can define the unique functions ¢y and g with respect to wuyg.
Thus,

1Dl e < Cllullze,

for 1 < p < co. Since @ = 0, this estimate, together with (3.47) and Poincére’s inequal-
ity, gives that

sup ||¢|lree < C sup ||uljpa < C. (3.49)
0<s<t 0<s<t

We use (3.47) and the Gagliardo-Nirenberg inequality to get

Vo)l < ClDo(®)| V2 1ID%e(t)] 32
< Clu@®)[|2 | Dut)|}?
< C|Du(®)|}?,

due to Vo - n|gpg = 0. This estimate and (3.48) thus yield that
T
| 1elieds <
0
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Since u - n|pq = 0, it follows from (3.47), (3.48) and the Poincaré-Sobolev inequality
that

T
/ ullS wods < C.
0

Consequently,

T
| Iwiogelieds < ¢
0

(3.50)
(3.33) is equivalent to
V (g1 — S) + V* (¥ + curlu) = nV f. (3.51)
Hence, g £ vy + curlu satisfies
Ag = —curl(nV f),
gloa = 0.
Standard LP-theory of elliptic equations leads to
T T
| Igltads < [ alias.
0 0
This estimate, (3.51) and (3.48) yield that
T T
| Ip=S)itas < [l < c.
Since @ = 0, this estimate and Poincare’s inequality give that
T o T
/ ot — 5+ 5| . ds < c/ ID(gr — S)|[41ds < C. (3.52)
0 0

Set Dyw = wy + u - Vw. Using (3.3), we conclude from (1.3) that

Di(logP+vyp) = —vP+v(pr —S+S)+7Q +~yu- Vo +yp]

< —AP+7(pr—S+S)+qu-Ve+C. (3.53)

Now, we express (3.53) in terms of the Lagrangian coordinates and take y = log P,
g(y) = —ve¥, and b(t) = by (t) — bo(t) where

bi(t) =

t

fy/ ((pt =S+ 8) +1w0jp) ds + Ct and by(t) = ye.
0

Thus, (3.50) and (3.52) yield that for 0 <t} < to < T,

|b1(t2) — by (t1)]
to _ .
< [ ler =5+ Sl + 90y ) s + Ol — 1)
1

t . ‘ )

<C [ (lec=5+ 5] + sl ) ds + Ol — 1)
0

< C+C(te —t1).
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while (3.49) gives that

sup |bo(s)| < C.
0<s<T

Hence, we have
|b(t2) — b(t1)] < C + C(ta — t1). (3.54)

Due to estimate (3.54), the uniform upper bounds for log P and consequently for p
follow from Lemma 2.3. This finishes the proof of (1.12).

The combination of (1.12) with (3.5) shows that the first part of (1.13) holds.
Next, we shall prove the second part of (1.13), i.e.,

tlim |lu(-,t) |1 =0, for any p € [1,00).

—00

It suffices to show that
tlim |Du(-,t)||» = 0, for any p € [2,00), (3.55)
— 00

due to (3.3) and Holder’s and Poincaré-Sobolev’s inequalities.
One deduces from Lemma 2.2, (1.12) and (3.48) that

|l -+ 10+ 1517,) ds < . (3.56)

for any p € 2, 00).
This estimate, together with Lemma 2.2 and (3.36), leads to

/ (lleurlullf, + [|Deurlull},) ds < C, (3.57)
0

for arbitrary p € [2,00).
It follows easily from (3.36) that

(lewrtu(-,t)l,)’

= —p/ |curlu|P~2 ((p —2)|D (|ewrlul)|* + \Dcurlu]Q) dx
Q
+p/ nV vt (leurlu[P~2curlu) dz, (3.58)
Q
for any p € [2,00). Using (3.57) and (3.56), we deduce from (3.58) that

[ |teurtal,y

This estimate, together with (3.57), gives that

ds < C.

tlim |lcurlu(-,t)||L» =0, (3.59)

for any p € [2,00).
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Next, we show

tlim 1S(-,t)||» = 0, for all p € [2,00). (3.60)

For p > 2, multiplying (3.33) by —V (|S[P~25), then integrating the resulting iden-
tity over space, one gets after integration by parts

(ISCt)I1E) " + /Q |S[P=2 (IDS|* + (p — 2)| D(IS])?) dax

==

= / Pu-V (|SPP728) dx — (v — 1)/ Pdivu|S[P~2Sdx
Q Q
= [ 4V (150728) da
Q
Ny (3.61)

We use (1.12) to estimate I;(i = 1,2, 3) as follows:

| < C/QP]uHSV’QIDS]dx
< )\/Q\S\p_2]DS]2dx+C)\/Q(\u]p—|—]S!p)dx, (3.62)
Rl <C [ (DuP+ 5P da, (3.63)
and
Bl < C [ mlsPiDsids
< )\/Q|S|p2|DS|2dx+C,\/Q(|S|p+|77|p)dx. (3.64)

Collecting all these estimates (3.62)-(3.64), using (3.61) and (3.56), we choose A small
enough to deduce that

dt < C.

[ laseomy

The combination of this estimate with (3.56) yields (3.60).
(1.6) implies that || Du(-,t)||L» can be estimated by

[1Du(-, 1)l » C (lewrltu(, t)l|Lr + [divu(-, t)[ Lr)

<
< C(lleurtu( O)llee + 1SC)l[Le + Qe D) lzr) - (3.65)

It follows from (1.12), (3.5), (3.59) and (3.60) that the right hand side of (3.65) goes
to 0 as t — oo. Hence, (3.55) holds.
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4 Proof of Theorem 1.2

With the basic facts (1.12) and (1.13) in Theorem 1.1 at hand, we can establish
the Theorem 1.2 easily in this section.

Proof of Theorem 1.2. Otherwise, there exist some Cy > 0 and a subsequence

{tnj }j’;l y tp; — 00 such that HVp (-,tnj) HLQ(Q) < Cy.

Hence, the Poincaré-Sobolev inequality yields that there exists some positive constant
C independent of ¢, such that for a = ¢q/(2(¢ — 1)) € (0,1),

Hp(w,tnj) _pSH(J(ﬁ)
< O [[[Vola, ta)| + 1V os @) 0 I ta;) = s 12(0,

< CCy ||p(@,tn;) = sl 200y - (4.1)

due to the basic fact that p(t) = ps, for all ¢ > 0. We deduce from (1.13) that the right
hand side of (4.1) goes to 0 as t,; — oo. Hence,

Hp(:c,tnj) - pSHc(ﬁ) — 0 as tp; — oo. (4.2)

On the other hand, for T > 0, we introduce the Lagrangian coordinates which are
defined as initial data to the Cauchy problem:

(4.3)

%X(s;t,x) =u(X(s;t,x),s) 0<s<T, B
X(t;t,x)==x 0<t<T,ze

(1.11) shows that the transformation (4.3) is well-defined. Consequently, on the one
hand, we have

p(x,t) = po(X(0;t,z)) exp {—/0 divu(X (s;t, x), s)ds} ; (4.4)

on the other hand, since, by assumption, there exists some point zo € Q such that
po(zo) = 0, we get that there exists a xo(t) € Q such that X (0;¢,20(t)) = x. Using
(4.4), we deduce from (1.11) that

p(xo(t),t) =0 for all t > 0.

So, we conclude from this identity that

Hp(:c,tnj) - pSHC(ﬁ) = ‘p (xO (t"j) 7t"j) — Ps (xo (t"g))‘
= Ps (CCO (tnj)) > xlrel%ps(x) >0,

which contradicts (4.2).
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