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Abstract: In this paper we are concerned with the conver-
gence properties of the approximate solutions for the three-
dimensional steady axisymmetric Euler equations without
swirls. Making use of the special structure of the equations
for axisymmetric flows and special test functions, we estab-
lish a strong convergence criterion for the approximate solu-
tions for general case. Then under the assumption that the
vorticity has a distinguished sign, we obtain a sufficient and
necessary condition for the strong convergence in L7 .(R?) for
the approximate solutions. In addition, we show that if the
approximate solutions have only one single-point concentra-
tion in (r, z)— plane, then the concentration point can appear
neither in the region near the axis (including the symmetry
axis itself) nor in the region far away from the axis. Some ap-
proximate solutions with strong convergence in L7 (R®) are
presented.
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1 Introduction

Three-dimensional (3-D for convenience) incompressible steady Euler equa-
tions in R?® are

(u-V)u+Vp=0, z€ R

(1.1)
divu=0.

Here u = (uq(z,t), us(z, t), ug(z,t)) represents the velocity fields and p =
p(z,t) is the pressure function. The equation div u = 0 stands for the
incompressibility of the flows.

By axisymmetric solutions of (1.1), we mean that, in the cylindrical co-
ordinate system, the unknown functions u(z,t) and p(z,t) do not depend on
f-variable, that is,

u(z,t) =up(r,z,t)e, + ug(r, z,t)eg + u.(r, 2, t)e,,
p(z,t) =p(r 2t),
where
e, = (cosf,sind,0), ey = (—sinb,cos6,0), e, =(0,0,1)

form the standard orthogonal bases in the cylindrical coordinate system.
Furthermore, when uy = 0, which means that the axisymmetric flow has no
swirls, the corresponding 3-D steady axisymetric Euler equations (without
swirls) can be written as

U Oty + 1, 0,u, + Opp = 0,
(1.2)
U Optly, + u,0,u, + 0,p = 0.
And the incompressibility condition becomes
Or(ru,) + 0,(ru,) = 0. (1.3)

In this case, the vorticity of the velocity has a simple expression,
w=V X u=wgeg

with wy = 0,u, — O, u,.

It is well-known that when the initial data is a vortex-sheets data, i.e.
, the initial vorticity is a finite Radon measure and the initial velocity is
locally square-integrable, the two-dimensional unsteady Euler equations has
global (in time) weak solutions when the initial vorticity wg is of one-sign
(see [2], [7], [13], [14], [17]). However, for the three-dimensional unsteady
axisymmetric flows without swirls, when the initial data is a vortex-sheets



data (the initial vorticity is a finite Radon measure and the initial veloc-
ity is square-integrable), even when the initial vorticity is of one sign, the
global existence is still an outstanding open problem. It was proved in [3]
that, for the 3-D unsteady axisymmetric Euler equations without swirls, the
sequence of the approximate solutions generated by smoothing the initial
data either converges strongly in L? (R® x (0,+00)) or converges weakly in

loc
L} .(R? x (0,400)) to a limit which is not a classical weak solution to the
Euler equations under the additional assumption that the initial vorticity has
a distinguished sign. In other words, there is no concentration-cancellation
occurring for one-sign axisymmetric flows with no swirls. This is in sharp
contrast to the 2-D theory (see [5]). Recently, the authors proved in [11] that
the approximate solutions, generated by smoothing the initial data, converge
strongly in L*([0,T7]; L2 ,(R?)) provided that they have strong convergence
in the region away from the symmetry axis. This means that if there would
appear singularity or energy lost in the process of limit for the approximate
solutions, it then must happen in the region away from the symmetry axis.
It is noted that there is no restriction on the signs of initial vorticity in [11].
The convergence properties of the viscous approximations are studied in [12].
When the initial vorticity is in Orlitz space L(log™ L)*(R3)(a > 1/2), which
includes any L'(R3) N LP(R3)(p > 1) space, the global existence of weak
solutions was obtained in [1].

In this paper, we are mainly concerned with the convergence properties
of the approximate solutions of the 3-D steady axisymmetric Euler equa-
tions without swirls (1.2)-(1.3). Similar to unsteady case, the approximate
solutions for the equations (1.2)-(1.3) can be defined in usual way.

Definition 1.1 We call {«°} (¢ € J a parameter) the approximate
solutions of the equations (1.2)-(1.3) if the following conditions are satisfied:
(i) wf(x) is uniformly bounded in L*(R3);

ii) ue

(i = ute, + ue,;
(ill) w® = V X u® = wjey;
(

iv) For o,(r, 2), ¢.(r, 2) € C(H), satisfying
Or(rey) + 0:(re.) =0, (1.4)

one has
/ [(ui)28rcpr + (ui)282goz]rdrdz
H

= —/ usul (Opp, + O )rdrdz + h(e)
H

with h(e) — 0 as e — 0. Here H = {(r,2)|(r,2) € (0,00) X (—o0,+00)}
represents the (r, z)—plane.



Formally, multiplying ry, and r¢, on both side of (1.2); and (1.2), respec-
tively, integrating the resulted equations on (0,00) x (—o00, 00) with respect
to r and z and summing over them, one obtains (1.5) with h(e) = 0. There
are many ways to get the approximate solutions (see Section 5 of this paper,
for example).

For the two-dimensional steady Euler equations, DiPerna and Majda
proved that, even though there exist approximate solutions with energy con-
centration, the weak limit of any approximate solutions is a weak solution,
by using the shielding method (see [4]). That is, concentration-cancellation
occurs in this case. The reader may refer to [6] for a more concise proof.
However, for the three-dimensional steady equations, even for the axisym-
metric case, the convergence properties of the approximate solutions are not
as clear as those for the two-dimensional case. It is also not known whether
or not there exist approximate solutions with energy concentration for the
three-dimensional steady Euler equations.

On the other hand, the existence of solutions of the 3-D steady axisym-
metric Euler equations without swirls (1.2)-(1.3) has been widely studied.
In particular, the vortex rings, which are steady, axisymmetric solutions
without swirls of the equations (1.1), propagating with constant speed in
the z-direction, has been extensively and systematically investigated, based
mainly on the variational approaches (see [8],[9] [15] and references therein).
Another approach to seek nontrivial steady, axisymmetric solutions without
swirls of the equations (1.1), which is called pseudo-advection method, is
referred to [16], [18].

In this paper, we will first obtain a criterion for strong convergence for
approximate solutions as defined in Definition 1.1 for general case. We will
establish a relation between the energy distributions of the weak limit and
the defect measure of the approximate solutions in this case. Then, under
the assumptions that the vorticity is of one sign and uniformly bounded in
L'—space, we obtain that the approximate solutions (or its subsequence)
converge strongly in L7 -space if and only if the corresponding weak limit
u = (uy,us,us) satisfies an equilibrium energy distributions (see (3.12) in
section 3). Furthermore, we will study the case of single-point concentration
in (r,z)-plane. We will prove that if a sequence of approximate solutions
has only one single-point concentration in (7, z)— plane and no other singu-
larity occurring in the limit process, then the concentration point appears
neither in the region near the axis (including the symmetry axis itself) nor
in the region far away from the symmetry axis. Finally, we will present some
approximate solutions which converge strongly in L? (R?®) based on pseudo-
advection method and vortex rings mentioned above. However, it is still open
whether there exist approximate solutions with concentrations or whether all



the approximate solutions converge strongly in L7 .(R?).

The rest of this paper is organized as follows. In Section 2, we give a
criterion on the strong convergence for approximate solutions of the three-
dimensional steady axisymmetric Euler equations without swirls for general
case. In Section 3, we will present a sufficient and necessary condition for the
strong convergence L? (R?) for approximate solutions with one-sign vorticity.
In Section 4, we will consider the case of single-point concentration in (r, z)-
plane. Finally, in Section 5, we will give some examples of the approximate

solutions which converge strongly in L2 (R?) and some concluding remarks.

2 A Criterion on the Strong Convergence

Given a sequence of approximate solutions u® = (u§, u5,u§) , which is also
expressed by u® = (uZ,0,u%) in the cylindrical coordinates systems (see Def-
inition 1.1), it is obvious that there exists a subsequence of u?, still denoted
by itself, converging weakly in L?(R?®) and in L?*(H;rdrdz). Precisely, as
e — 07, one has

up = ug,  u§ — ug,  u§ — ug (2.1)

weakly in L?(R?), and, in the cylindrical coordinate systems,
Uy = Upy, UG U, (2.2)

weakly in L2(H;rdrdz).

Moreover, since the square of the approximate solutions (u°(z))* is uni-
formly bounded in L'(R?) and so there exists a subsequence of the approxi-
mate solutions, still denoted by itself, converging weakly in the space of finite
Radon measures M (R?), as ¢ — 0. More precisely, we suppose that

2

(u3)® = uf + g, (u3)® = uj + o, (u5)? — u3 + s (2.3)

weakly in M(R3), where u; > 0(i = 1,2, 3) is the defect measure of (u5)?(i
1,2, 3) respectively. The total variation of p;(i = 1,2, 3), denoted by |u;|(i =
1,2,3), is finite. Then we have

Theorem 2.1 There exists a subsequence of the approximate solutions
{uf}, still denoted by itself, satisfying (2.1), (2.2) and (2.3). Moreover, we
have

1 1
[ dde =5 [ @ ud)do + sl = S (al + el = 0. (2.4)
R3 2 JR3 2
Consequently, if u¢ — u strongly in L? (R?), then
1
2 2 2\
/R3 uzdr — 5 [ (uf + u3)dz = 0. (2.5)



Proof. The proofs of (2.1), (2.2) and (2.3) are clear. It suffices to prove
(2.4).

We start from the fact that the approximate solutions u® = uie, + ue,
and p° satisfy (1.5), as defined in Definition 1.1.

Let x = x(s) be the usual smooth cutting-off function satisfying

{ x(s) =1, |s| <1,

X(s)=0, [s|>2

(2.6)

Denote x4 (s) = x(s)|s>0, which is the restriction of x(s) on {s > 0}, satis-
fying

x+(s)=1, 0<s<1,
(2.7)
x(s) =0, s> 2.
We choose the test functions in (1.5) as
r = X+ ()X (52) + =52 (35)], 05
pr = —[xs (5) + Ex (D)= — )X (322)
for any n > 0. Then direct calculations lead to
7= xS + =X (5],
e = H0(3) + S GNIS) + Y (59,
Dup. = —[r () + £/ (B[X(E=2) + =), (29)
0.0 = s (EN(52) + S0 (52)]
Oripe = —[EX1(2) + s (E)](2 — ) (252).
Letting € — 0T in (1.5), noting that
|/ usu (0,00 + Opip,)rdrdz|
< / (|00, | + |0rip2|)rdrdz,
we obtain )
ﬂ{/Rs(“% +U§)3rs0rd:1:+/RB u30.p.dx
+/38rs0rd(u1 + pia) +/332<pzdu3}
R R (2.10)

< [ (2 + w2)(10.0] + 1002
H

+ [ (1000 + Orp- ) + 2 + ).
H

6



Substitute the test functions (2.9) into (2.10) to get

[ (O

2 U U
Ty Z— p e
+/RSX+<5>X< S0l + 5 = ps)l)

2
) (gz—zo 2= 2
X'(
| n n
r r zZ— 2 z2—2zy ,, 22— 20
+= / u? =" (=)[x + X rdrdz
| o +(n)[( . ) p ( p )] !

)dx

OVrdrdz|

IN
—
o] =
[
=< N
+
IS
N
=
+

r 22—k ,,R— X%
~ X (

| n n n

riZ—=2 ,,— %0 r., r (211)
X + X4 (=)

o) ( p ) ” +(n)

Sy A ;%md(m + 1)

0 )]rdrdz|

)+ K )
+| R3{_X+(5) " ( 3 )+%X+(5)
[X( p ) p X( p )] Ydps|

+ /H(uz +u?) (10,00 | + |0rp.|)rdrdz+

] U0:0r] 4 10, p:l) s + g+ ).

Using the fact that

9 o0
ul“dxr < o0, :/ dp = / dp < 0o,
/R3‘ | ] R3 a kz::l {k—1<r2+422<k} a

and
X'(f) =0 for |s| <n/2, X/_’_(E)EO for 0 <s<n/2,
U 1

we obtain that the all terms on the right side of (2.11) vanish as n — +o0.
So letting n — 400 on both sides of (2.11), using the dominate convergence
theorem, we finally get

[ e =5 [ By | = 5 (] + L) = 0.

(2.4) is proved and consequently, if u® — u strongly in L2 (R?), then

1
/Rsugdx— 5/}{3(u%+u%)dx20.

The proof of the theorem is finished.



3 One-Signed Case

In this section, we assume additionally that the approximate solutions satisfy

(A1) the vorticity {w®} has a distinguished sign in the sense that wj > 0
or wy < 0.

(A2) wj is uniformly bounded in L'(H, (1 + r?)drdz)), that is

+oo  ptoo
/ / lwgldrdz < C,
—oo JO

+o0 +o0
/ / |wi|rdrdz < C,
—oco JO

where C'is a constant independent of e.
Then, based on Delot’s result in [3], we have the following result which
will also be used in next section.

Lemma 3.1 Suppose that the approximate solutions satisfy (A1)-(A2)
additionally. Then there exists a subsequence of {u®}, denoted still by itself,
such that (2.1) and (2.2) hold. Moreover, as e — 07,

) + (w5)? = @) )p(a)de — [ (u+ 0 —udelw)dz,  (31)
for all p(x) € Cg°(R?).
/I{uiuigé(r, 2)rdrdz — /HuTuZ@(r, z)rdrdz (3.2)

for all @(r,2) € Cg°(H) satisfying maxo<,<s.cr |¢(r, 2)] — 0 as § — 0. Here
H =1[0,00) x (=00, +00).

Proof. As mentioned above, the convergence (2.1) and (2.2) is easy to
get. So it suffices to prove (3.1) and (3.2).
Under the assumptions of the lemma, by [3], one has, as e — 07,

g, € g, €
ujug — ujuz,  usug — Ususg, (3.3)

and
(uf)? + (u5)® — (u5)® = (u1)? + (u)? — (us)? (3.4)

in the sense of distributions. We note that the convergence (3.3)-(3.4) were
established in [3] for approximate solutions for the unsteady Euler equations
and it also holds true for approximate solutions for the steady case. So (3.1)
is a direct result of (3.4) after applying the cylindrical coordinate transfor-
mations:

x1 =1rcosl, xzpy=rsinf, 3=z (3.5)



Now we prove (3.2). By (3.3), we have, as e — 07,
/ ujui(x)dr — / uyusy)(x)de, (3.6)
R3 R3

/uéuiqﬁ(m)dme/ upus)(x)dx (3.7)
R3 R3

for all ¢(z) € C§°(R?). In particular, for any h(r,z) € C5°(H), letting
Y(r) = 2th in (3.6) and ¢ (z) = “2h in (3.7) respectively, applying the
coordinate transformations (3.5), we have, as ¢ — 07,

2

2
L1 e e !
/H—u uSh(r, z)rdrdz — /I{_T2 upuh(r, 2)rdrdz, (3.8)

P2 TE
and )
/ —uiulh(r, z)rdrdz — / x—;uruzh(r, z)rdrdz, (3.9)
HT
for all h(r,z) € C5°(H). Adding (3.8) to (3.9) yields

/uiuih(r, z)rdrdz—>/ upuh(r, 2)rdrdz (3.10)
H H

for all h(r, z) € C3°(H).

Let x = x(s), X" (s) = x(s)]s>0 be same as in (2.6) and (2.7), respectively.
Then for any ¢(r, z) € Ci°(H) satisfying maxo<,<s .cr |¢(1, 2)| = 0as § — 0,
one has

| [ uSusp(r, z)drdz — [; uyu,@(r, 2)rdrdz]|
< | wtuExs ()3 rdrdz — fy s (5)p(r, 2)rdrdz]
(L= e (B, Ardrdz — iy w1 = x4 (3)P(r, 2)rdrz]
= I + L.

It is direct to get that for any €y > 0, there exists a § = d(ep) > 0 small
enough such that

€0
< < —
| uiuixe (§)elr 2)rdrdz < O _max_ [2(r.2)| < 5.
and

€0
|/ uruz)@r o(r, z)rdrdz| < C’O<TI£126(LS>§€R| o(r,2)| < X

where C' is a constant mdependent of . Consequently, we get that I} < g
as 6 = (&) small enough. Fixing this § = §(¢p), in view of (3.10), we have
that I, — 0ase — 0. So

limsup | | uiuip(r, z)rdrdz —/ upu,p(r, 2)rdrdz| < €.
e—0t H H



By the arbitrariness of ¢y, we get the desired result. The proof of the Lemma
is complete.

By (3.1), we have |u1| + |p2| = |us|. It follows directly from Theorem 2.1
that

Theorem 3.1 There exists a subsequence of the approximate solutions
{u}, still denoted by itself, satisfying (2.1), (2.2) and (2.3). Moreover, we
have

1 1
/Rsugdx_5/33(U%+u3)dx+§|'u3| = 0. (3.11)

Consequently, the subsequence of the approximate solutions {u®} (still
denoted by itself) of the equations (1.2)-(1.3) has a strong convergence in
L?.(R?) if and only if

loc

1
/R3 uzdr — 5 /R3 (uf + u3)dx = 0. (3.12)

4 Single-point Concentration in H

Theorem 3.1 gives a criterion on the strong convergence of the approximate
solutions for the steady Euler equations (1.2)-(1.3) under the assumptions
(A1) and (A2). But the possibility of energy concentration is still not ex-
cluded for the approximate solutions. Now we consider a special case. We
assume that the approximate solutions have only one concentration point
occurring in (r, z)—plane in the limit process. Then we will prove that the
concentration point will appear neither near the symmetry axis (including
the symmetry axis itself) nor in the region far away from the symmetry axis.
More precisely, we have

Theorem 4.1 Suppose that the assumptions (A1) and (A2) hold. Sup-
pose further that the approximate solutions have only one single-point con-
centration occurring in (r, z)—plane in the limit process. Then, there exists
a subsequence of the approximate solutions {u®}, denoted still by itself, sat-
isfying (2.1), (2.2) and (2.3). Moreover, we have

(i) there exist some r* > 0 small and some R* > 0 large such that
a subsequence of the approximate solutions, still denote by itself, converges
strongly in L?(Q;) and in L*(Q), where Q1 = {z € R*|z3413 < (%)?} is the
domain including the symmetry axis and Q = {z € R3|z?+23+23 > (2R*)?}
is the domain far away from the symmetry axis;

(i)

1 a
2, 1 2 2 a_
/R3 uzdx 5 Jo (uj + u3)dzr + 5 = 0.

10



Before we prove the theorem, we recall a result stated in [11], which
shows that if a sequence of approximate solutions for the 3-D axisymmetric
unsteady Euler equations converges strongly outside the axis, then there will
be no energy concentrations on the symmetry axis in the process of the limit.

Lemma 4.2 For the approximate solutions {u(z,t)} of the 3-D axisym-
metric unsteady Euler equations, if there exists a subsequence {u®} C {u®}
such that for any Q CcC R*\{z € R*| r = 0}, an open set compactly con-
tained in R*\{z € R*| r = 0},

u® — u strongly in L*([0, T]; L*(Q)),

then there exists a further subsequence of {u®}, denoted still by itself, such
that, as e; — 0,

u® — u strongly in L*([0,T]; L,.(R?)).

loc

However, the proof of Lemma 4.2 relies heavily on the following estimate

[ [ (Bt < Ol + 11211
— i u — L),
o JrRel+a3 r - ollz? r

which is due to Chae and Imanuvilov ([1]). And such an estimate is not
available for the steady Euler equations. Thus, to exclude the one-single
concentration, we use the following special test functions

X 72?0 X 710 X 710
Py (2) = —5ox(5) X (B52) + 255 (552,

T3 fxg ng:tg ng:tg

Py(z) = —2zax(5) X (B52) + B2 (B55),
Ba(x) = [X(2) + £ (2)](x5 — a)x(255),

where (0,0, 9) is the possible concentration point on the symmetry axis.
After using a slightly modified approach given in [11], we can obtain the
following result for the approximate solutions of the steady Euler equations
with only one-single concentration point in the limit process.

Lemma 4.3 Suppose that the assumptions of Theorem 4.1 hold. Suppose
further that for any ro > 0 and any A CC H,, = {(r,2) € H|0 <r <o},

Ut — u

strongly in L?(A;rdrdz) as e — 07. Then there exists a subsequence of {u},
denoted still by itself, such that

11



strongly in L (B;dz) as ¢ — 07, where B = {x € R*|0 < r < r¢} includes

loc
the symmetry axis.

Proof of Theorem 4.1. The second part (ii) of the theorem is a direct
consequence of Theorem 2.1. We need only to prove the first part (i) of
the theorem. Using Lemma 4.3, we suppose that, without loss of generality,
there exists a point (rg, zg) in H and a nonnegative number a > 0 satisfying

/ (u)2prdrdz —>/ ulordrdz + ap(ro, 20) (4.1)
H H

for all ¢(r, 2) € C§°(H).
Now, it suffices to prove that (i)": there exist some r* > 0 small and some

R* > 0 large such that the concentration point (7o, z9) appears neither in
the the region Q) = {(r,2) € H|0 < r < r*/2} nor in the region Q2 = {z €
R3| 2% + 23 + 22 > (2R*)?}.
By (1.5), one has
| @ Errdraz = [ ((w)? = (u2))0rprdrdz
H r H
+ [y wSus (0,0 + Orp,)rdrdz + h(e)

for ¢, (r, 2), ¢.(r, 2) € C°(H) satisfying (1.4).
Let x(s) be same as in (2.6) with

X'(s)] < Ky [X'(s)] < Ko,

(4.2)

where K, Ky are absolute positive constants.

Let
r—1ro. 2

)x( jf(’), (r,z) € H,

e(r; 2) = (2 = 20)x(
where 0 < |n] < 79/2. Then 9 (r,z) € C°(H). We choose the test functions
in (4.2) as

1 1
Or = — zwa Yy = —— rw'
T T
Clearly, ¢,, ¢, € C§°(H) satisty (1.4).
Applying Lemma 3.1, letting € — 0 in (4.2), one has
/ W2 rdrdz + a9r(r0, 20)
H °r To (4.3)

= / (u? — u?)0,p,rdrdz +/ U, (0,00 + Opip,)rdrdz.

H H

Then the equation (4.3) becomes
fH uzr%az¢rdrdz + ,%azqu)(TOa ZO)
0

= [y(u?— ui)@r(%ﬁqu)rdrdz (4.4)
+ [y uruz (2020 — 0,.(+0,0))rdrdz.

12



Direct calculations yield

az¢ — X(T—ro)x(z—nzo) + Z—nzoX(r—nro)X/(z—zo)7

1
aQw (r TO)X/(Z:?ZO)‘i‘Z QZOX(T TO)X”(Z;ZO)a
O = =2 (T )X (552,
: ! ! (4.5)
z— zo r—rg z—20
r( rw) _ 2= ZQXI(T:]TD)X(Z:]Z()) + zZ— éoX (T‘ To)X(Z;ZQ>’
Or(70:0) = =509 + o/ ()X (5570) + 2280 (55X (5522).
So we have
’@W S 1+ Kl: \@«W S Kl:
2 K 2 2K, | K
0] < K, |oRy| < M 4 S
10,(70.9)| < 33 + 12,
0, (+0:9)] < -+ 24 T
Noting that the function ¢ = 1 (r, z) has Support
D = Dy(ro, 20) = {(r, 2) € Hl|r —ro| < 2n,]z — 20| < 21},
and that 0,1 (ro, 20) = 1, we obtain from (4.4) and (4.5) that
& < (1+ Ky) [p Zulrdrddz + Kl%K% Jp Hu? — uZ|rdrdz
0
—I—% Ip %|uruz|rdrdz + % Ip %|uruz|rdrdz (4.6)
+K1 [p 5 |upus|rdrdz + % Ip |upus|rdrdz.
Furthermore, if we set 7 = r¢/4, then we get from (4.6) that
C(Ky, K.
4 < #[/ uzrdrddz—I—/ |u? — u?|rdrdz
"o o D D
+/ |uruz|rdrdz+/ |upu|rdrdz (4.7)
D D

—l—/ \uruzlrdrdz—i—/ |upu|rdrdz,]
D D

where C'(K7, K3) is an absolute constant depending only on K; and K.
Set 6; = a/12C(K,, K>). Since u = u(z) is uniformly bounded in L?(R?),
there exists a large number R* > 0 satisfying

a

2 HDrdrdz < 6 = ————.
(uz 4 ui)rdrdz < 6, 2005, 1)

/ (4.8)
{(r,2)€H|r2+22>(R*)2}

13



We now claim that the concentration point (rg, z9) does not appear in
the region Qo = {(r,2) € H|r? + 2*> > (2R*)?}. Otherwise, if (ro,20) € Qa,
setting n = ro/4, we have D = D,(ro, 20) C {(r,2) € H|r* + z* > (R*)*}. It
concludes from (4.7) and (4.8) that
6(51 a

C(Ky,Ky) = — (4.9)

<
- 273’

Sl 2

7

a contradiction.
Using a similar approach, there exists a small number r* > 0 such that

a

2 Nedrdz< 6= ——————
(us + ui)rdrdz < & 0K, Ky’

/{(r,z)€H0<7‘<r*,z<2R*+1} "
where R* is same as above. Let n = r¢/4 in (4.6). If (rg,20) € G = {(r,2) €
H|0 < r <r*/2,|z| < 2R* + 1}, a similar arguments as above will give a
contradicting inequality (4.9). Thus (7o, 20) ¢ G. Combining the known fact
that (ro, 20) ¢ {(r,2) € H|r*+2z* > (2R*)?}, we obtain that the concentration
point (rg, zg) does not appear in the region @} = {(r,2)|0 < r < r*/2}. The
desired result (i)’ is then proved and the proof of the theorem is finished.

Remark. It is clear that the results of Theorem 4.1 hold true for the
case of finite-points concentrations occurring in the limit process.

5 Examples of Strong Convergence, Conclud-
ing Remarks

In this section, we give some examples of the approximate solutions which
converge strongly in L} (R?).

The first example lies in the approach to seek nontrivial axisymmetric
solutions without swirls of the equations (1.1) in [18], [16] and references
therein, which is called the “pseudo-advection method”. Using the identity
(u-Vu=wxu+ V(ul*/2) with w = V x u, the steady Euler equations
(1.1) can be rewritten as

wxu=-V(P+|ul*/2), divu=D0.

In order to obtain the solutions, Vallis et al [18] proposed the following un-
steady Euler equations with an artificial term:

v +wxu+aw x v =—V(P+ |u?/2), divu=0, (5.1)

on which an initial data are imposed, where « is a constant. However, be-
cause of the nonlinearity of the term aw X v; is very strong, it is difficult to

14



prove the global existence of 5.1). In [16], the author proved strictly that a
sequence of the solutions to the Galerkin approximations of (5.1), which is
actually the approximate solutions of the equations (1.1), converge strongly
to a generalized solutions (1.1) by letting the number of basis functions in
the Galerkin method go to infinity at the same time as ¢ — co. The obtained
nontrivial solution holds finite L? norm of wy/r with wy = d,u, — d,u..

Some other examples come from vortex rings. The vortex rings are steady;,
axisymmetric solutions of (1.2)-(1.3), propagating with constant speed W >
0 in the negative z— direction (like smoking circle). They have been exten-
sively and systematically studied by the variational method.

We recall briefly the approach here. For smooth solutions, the Euler
equations (1.2) is equivalent to

(u-V)E=0 (5.2)
with & = wy(r, z)/r. Introducing a stream function ¥ satisfying
v, v,
Uy = —7, U, = 7, (53)
we obtain from (5.2)-(5.3) that
oW,6)
A(r, z)

This is equivalent to the existence of a functional dependence ® with V& £ 0
such that
(W, &) =0.

In particular, it is only needed to seek solutions with
E=Af(V) & wy = Arf(P),

where A is a vortex-strength parameter and f is some given function. Noting
that
Wo = azur - aruza

one has 1
LYV =r(-¥,),+V¥,, = —Aer(\IJ).
r

Decompose the stream function ¥ by writing
U(r,z) =¢(r,z) — %WTQ —k
where k£ > 0 is the flux constant and 1 is the vortex stream function satisfying
Ly = r(%wr)r + b, = =M f(U). (5.4)
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The existence of vortex ring reduces to studying the semi-linear elliptic
equation (5.4).

Now, for a vortex ring (u,., u,) which is a classical solutions of (1.1), setting
Uy = Uy, Uy = U, + W, we get

UpOp Uy + U0, Uy + Op(p — Wii,) = ArW f (),
@Oy, + 1,000, + 9. (p — Wii,) = 0, (5.5)
Oy (ru,) + 0.(ra,) = 0.

We denote by (@), 4)) the solutions of (5.5) depending on A. Then the
L?*norm (the energy) of (@}, @}) is finite. When A tends to 0, if the right
term of the first equation of (5.5) tends to 0 in weak sense, then it is easy
to prove that the solutions (@}, a)) are the approximate solutions of (1.2)-
(1.3) converging strongly in L7, .(R3). In fact, in this case the vorticity w) will
vanish in L°(H; drdz) as A — 0. And the strong convergence of @* = (@, @)
in L} (R3) can be derived from the Sobolev compactly imbedding theory.
We note that Fraenkel and Berger’s global theory [8] of the vortex rings
provides us such solutions under some assumptions on the smoothness of f(
f is differential continuous, for instance). A trivial case is that in [8] if we fix
W >0 and let n = [; (2 + ¢2)rdrddz tend to 0, then we obtain that a*
are the approximate solutions of (1.2)-(1.3) and converge strongly in L (R?)
to 0.

If the vortex rings (u,,u,) are weak solutions of (1.2)-(1.3), that is, for

any ¢, (r,z), ¢.(r, z) € C5°(H), satisfying
8T(T90r) + az(r‘pz) =0,

one has

/ [(u,)?0ripr + (u2)?00,)rdrdz
H

(5.6)
= —/ U, (Orp, + O, )rdrdz
H
Then, setting u, = ., u, = u, + W, one easily derives
" " (5.7)

= W/ (6,0, + .00, + 20,0, |rdrdz — W2/ 0., rdrdz
H H

As an example, let’s look at Hill’s spherical vortex in which the vorticity
is confined to the interior of a uniformly translating sphere of radius a (see
[10],[8]). The stream function in Hill’s solution is

o { EAR?sin* ©(a® — R?), R < a,
—IWR?sin?©(1 — &), R > q,

16



where R,© are the spherical coordinates such that » = Rsin® and 2z =
Rcos©, and \a?/W = 15/2 (to make O¥/OR continuos on R = a). To

construct the energy-finite solutions, we define
[ —
¢(T7 Z) = \IIH(Tu Z) + §WT =

which corresponds to the stream function for the flow being at rest at infinity.
And the corresponding velocity fields are

1 %Wra%,Rga,
ﬁr:__ zw_ 3
%WT%Z,RZCL,
2 2
i 1 W(5—35%) -4 R<a,
uz:_; P = 3 3 2a3
%—EWT %,RZ(I,

Direct calculations yield
~9 | ~2 1 2 2 10 15 3
/ (@ + u)rdrdz :/ — (0, + O ) rdrdz = —W*a’.
H H7r? 7

Letting W2a® = 1 to conserve the energy, denoting the solution by (@), @)
depending on ), in view of the restriction Aa* = 22W, we obtain that (., @2)
converge strongly to 0 in L2 (R?). We note that when A\ — 0, the radius a
will tend to 400 and the vorticity will tend to 0, and the energy is equal to
10/7 in the limit process. This is a vanishing phenomenon. Anyway, Hill’s
vortex ring provides us the approximate solutions which converge strongly in
L%OC(R?))'

It should be noted that the interesting case lies in that when A — oo.
In this case, the vorticity will become larger and lager in the vortex ring
and the vortex ring will possibly shrink to a point in (r, z)—plane, and the
concentrations will possibly appear, like Hill’s vortex ring and the vortex ring
constructed by Friedman-Turkington in [9], for instance. However, we have
not yet succeeded in constructing an example of the approximate solutions of
(1.1) or (1.2)-(1.3) with the concentrations in the limit process. To make it
more clear and as an example, let’s look at in a little more detail the results

obtained in [9], which is

Proposition 5.1 For any A > 0, there exists a velocity vy(r, z) of which
corresponding vorticity is wy(r,z) = réxep with £, = Alp,, where B, is a
connected, bounded domain in r — 2 plane H and Ip, is the characteristic
function on B). Moreover, one has
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i) The volume and the diameter of B, satisfy

B < gy oy SdB) <,
respectively;

ii) By is connected and asymptotically tends to the point (v/2,0) as A —
05

iii)

Nl raraz) < €, clog A < ||ual|L2(rarazy < C'log A
iv) o
1 r'éx(z’)dz
i< 4 f

Here ¢, C are absolute constants independent of .

We omit the proof of Proposition 5.1 here. The existence of vy was proved
in Theorem 2.1 in [9], and the properties of i)-iii) are from Theorem 7.6 and
Theorem 8.1 in [9], and the estimate iv) is a direct consequence of Lemma
1.1 of [9] (see also the estimate (4.17) in [9]). So, clearly, after an appropriate
scaling uy = (log )\)’%UA, we will find that the concentration do happen as
A — oo for the energy of the velocity u,. Unfortunately we will show in the
following that vy and therefore u, can not be the approximate solutions of
(1.2)-(1.3).

Theorem 5.2 The velocity vy presented in Proposition 5.1 is not a weak
solution and also not the approximate solution of (1.2)-(1.3).

Proof of Theorem 5.2. Let € = 1/\. By scaling, we define
ut = \loga]’%v%, (5.8)
whose vorticity is .
w® = |loge| 2rés(r, 2). (5.9)
Then by Proposition 5.1, one has that E

0 < ¢ < vl 2graras) < C, (5.10)
and
w® 1
HTHLl(rdrdz) = O(]loge|)"2, & —0.
If the result of Theorem 5.2 is not true, then the functions {u°} given
in (5.8) are the approximate solutions of the 3-D steady axisymmetric Euler

equations with the vorticity w® given by (5.8). Moreover, in view of iv) of
Proposition 5.1, we have

& () dx’

|z — 2|2

juf(@)] < C|loge|* |
R3
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where C' is a constant independent of . So for any xq = (rg, 6y, 20) € R?
with (7o, 20) # (v/2,0), due to i)-iii) of the Proposition 5.1, we obtain
r'éu(a C

E( ) dl‘/<72|10g5|_%

(V2—r)2  ~ (V2 =)

for € small enough. Thus u* — 0 a.e. in R?* as e — 0. It follows from (5.10)
that there exists a subsequence of {u°}, denoted still by itself, such that,

ju(z0)] < Clloge]* |
R3

u® — 0 weakly in L*(R%) as ¢ — 0.

Using the criterion (3.12) established in Theorem 3.1 (noting that the vor-
ticity is of one-sign in this case), we obtain that

u® — 0 strongly in L7 (R?). (5.11)

loc

Moreover, when |z| is large enough, say, |z| > v/2+ 1, a direct estimate yields

(@) < Cllogel - g - [ l6s(@)las'
which implies that
ut —0 in L*({|z] > V2 +1}). (5.12)
Combining (5.11) with (5.12), we get that
u® — 0 in L*(R?).

This contradicts to the estimates (5.10). The proof of Theorem 5.2 is
complete.

Finally, we would like to remark that further studies on the approximate
solutions of (1.2)-(1.3)are expected. Especially, the following problems re-
main open: Do there exist approximate solutions with concentrations for the
3-D steady axisymmetric Euler equations without swirls? Or, do all the ap-
proximate solutions with L'-bounded vorticity converge strongly in L2 (R?),
at least for one-sign case?
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