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Abstract: In this paper, we study the global well-posedness of the 2D compressible Navier-
Stokes equations with large initial data and vacuum. It is proved that if the shear viscosity
1 is a positive constant and the bulk viscosity A is the power function of the density, that is,
Mp) = p? with B > 3, then the 2D compressible Navier-Stokes equations with the periodic
boundary conditions on the torus T? admit a unique global classical solution (p,u) which may
contain vacuums in an open set of T?. Note that the initial data can be arbitrarily large to
contain vacuum states.
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1 Introduction

In this paper, we consider the following compressible and isentropic Navier-Stokes equations
with density-dependent viscosities
Op + div(pu) = 0,

1.1
Or(pu) + div(pu @ u) + VP(p) = pAu + V((u+ A(p))divu), =z € T2t >0, .-

where p(t,z) > 0, u(t,z) = (u1,u2)(t,z) represent the density and the velocity of the fluid,
respectively. And T? is the 2-dimensional torus [0, 1] x [0,1] and ¢ € [0, T] for any fixed T > 0.
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We denote the right hand side of (1.1), by
Lou = pAu~+ V((p+ Ap))divu).
Here, it is assumed that
= const. > 0, Mp)=p°, B >3, (1.2)

such that the operator £, is strictly elliptic.

Let the pressure function be given by
P(p) = Ap, (1.3)

where v > 1 denotes the adiabatic exponent and A > 0 is the constant. Without loss of
generality, A is normalized to be 1. The initial values are given by

(o w)(t = 0,) = (po, uo)(2). (14)

Here the periodic boundary conditions on the unit torus T? on (p,u)(¢, z) are imposed to the
system (1.1). This model problem, (1.1)-(1.4), was first proposed by Vaigant-Kazhikhov in
[51] where they showed the well-posedness of the classical solution to this problem provided the
initial density is uniformly away from vacuum. In this paper, we study the global well-posedness
of the classical solution to this problem (1.1)-(1.4) with general nonnegative initial densities.

There are extensive studies on global well-posedness of the compressible Navier-Stokes e-
quations in the case that both the shear and the bulk viscosity are positive constants satisfying
the physical restrictions. In particular, the one-dimensional theory is rather satisfactory, see
[20, 38, 33, 34] and the references therein. In multi-dimensional case, the local well-posedness
theory of classical solutions to both initial-value and initial-boundary-value problems was es-
tablished by Nash [44], Itaya [26] and Tani [50] in the absence of vacuum. The short time
well-posedness of either strong or classical solutions containing vacuum was studied recently by
Cho-Kim [8] and Luo[40] in 3D and 2D case, respectively. In particular, Cho-Kim [8] obtained
the short existence and uniqueness of the classical solution to the Cauchy problem for the isen-
tropic CNS with general nonnegative initial density under the assumption that the initial data
satisfies a natural compatibility condition [8]. One of the fundamental questions is whether these
local (in time) solutions can be extended globally in time. The first pioneering work along this
line is the well-known theory of Matsumura-Nishida [41], where they obtained a unique global
classical solution to the CNS in H*(R?) (s > 3) for initial data close to its far field state which
is a non-vacuum equilibrium state, and furthermore, the solution behaves diffusively toward the
far field state. The proof in [41] consists of elaborate energy estimates based on the dissipative
structure of the CNS and spectrum analysis for the linearized of CNS at the non-vacuum far
field state. This theory has been generalized to data with discontinuities by Hoff [18] and da-
ta in Besov spaces by Danchin in [9]. It should be noted that this theory [41, 18, 9] requires
that the solution has small oscillations from the uniform non-vacuum far field state so that
the density is strictly away from the vacuum uniformly in time. A natural and important long
standing open problem is whether a similar theory holds for the initial data containing vacu-
ums. In this direction, the major breakthrough is due to P. L. Lions [37], where he obtained
the existence of a renormalized weak solution with finite energy and large initial data which
can contain vacuums for the isentropic CNS when the exponent « is suitably large, see also the
refinements and generalizations in [15, 29]. However, little is known on the structure, regularity,
and uniqueness of such a weak solution except the partial regularity estimates for 2-dimensional



periodic problems in Desjardins [10] where a stronger estimate is obtained under the assump-
tion of uniform boundedness of the density. Recently, under some additional assumptions on
the viscosity coefficients, and the far fields state is a non-vacuum state, Hoff [18, 19] obtained
a new type of global weak solution with small total energy for the isentropic CNS, which have
extra structure and regularity information (such as Lagrangian structure in the non-vacuum
region) compared with the renormalized weak solutions in [37, 15, 29]. However, the uniqueness
and regularity of those weak solutions whose existence has been proved in [37, 15, 29] remain
completely open in general. By the weak-strong uniqueness of P. L. Lions [37], this is equivalent
to the problem of global (in time) well-posedness of classical solution in the presence of vacuum.
It should be pointed out that this important question is a very difficult and subtle issue since, in
general, one would not expect a positive answer to this question due to the finite time blow-up
results of Xin in [52], where it is shown that in the case that the initial density has compact
support, any smooth solution to the Cauchy problem of the CNS without heat conduction blows
up in finite time for any space dimension, see also the recent generalizations to the case for
non-compact but rapidly decreasing (at far fields) initial density [46]. The mechanism for such
a blow-up has also been investigated recently and various blow-up criterion have been derived
in [13, 14, 22, 23, 25, 48, 49]. More recently, Huang-Li-Xin[24] proved the global well-posedness
of classical solutions with small energy but large oscillations which can contain vacuums to 3D
isentropic compressible Navier-Stokes equations. See also the recent generalization to 3D full
compressible Navier-Stokes equations [21], the isentropic Navier-Stokes equations with potential
forces [35], and 1D or spherically symmetric isentropic Navier-Stokes equations with large initial
data [11, 12].

The case that the viscosity coefficients depend on the density and vanish at the vacuum has
received a lot attention recently, see [2, 3, 4, 5, 9, 17, 27, 28, 29, 30, 31, 32, 36, 39, 42, 43, 47,
53, 54, 55] and the references therein. Liu, Xin and Yang first proposed in [39] some models of
the compressible Navier-Stokes equations with density-dependent viscosities to investigate the
dynamics of the vacuum. On the other hand, when deriving by Chapman-Enskog expansions
from the Boltzmann equation, the viscosity of the compressible Navier-Stokes equations depends
on the temperature and thus on the density for isentropic flows. Also, the viscous Saint-Venant
system for the shallow water, derived from the incompressible Navier-Stokes equations with a
moving free surface, is expressed exactly as in (1.1) N = 2, u = p, A = 0, and v = 2 (see
[16]). For the special case, (1.2), the global well-posedness result of Vaigant-Kazhikhov [51]
is the first important surprising result for general large initial data with the only constraint
that it is initially away from vacuum. However, in the presence of vacuum, there appear new
mathematical challenges in dealing with such systems. In particular, these systems become
highly degenerate. The velocity cannot even be defined in the presence of vacuum and hence
it is difficult to get uniform estimates for the velocity near vacuum. Substantial achievements
have been made for the one-dimensional case, such as both short time and long time existence
and uniqueness for the problem of a compact of viscous fluid expands into vacuum with either
stress free condition or continuity condition have been established with u = p® for suitable «,
see [39, 32, 53, 54] etc. Li-Li-Xin [36] recently proved the global existence of weak solutions
to the initial-boundary value problem for such a system on a finite internal with general initial
data which may contain vacuum and discovered the phenomena that all the vacuum states must
vanish in finite time and any smooth solution blows up near the time of vacuum vanishing which
are in sharp contrast to the case of constant viscosity coefficients, which have been extended
to the Cauchy problem on R! for arbitrary initial data with a uniform non-vacuum state at
far fields by Jiu-Xin [32]. In the case that a basic nonlinear wave pattern is the rarefaction
wave, whose nonlinear asymptotic stability has been proved in [30, 31] for the one-dimensional



isentropic CNS system with density-dependent viscosity in the framework of weak solutions
even the rarefaction wave is connecting to the vacuum[38]. Note also that in the case that the
initial data is strictly away from vacuum, Mellet and Vasseur has obtained the existence and
uniqueness of global strong solution to the one-dimensional Cauchy problem [43]. However, the
progress is very limited for multi-dimensional problems. Even the short time well-posedness
of classical solutions has not been established for such a system in the presence of vacuum.
The global existence of general weak solutions to the compressible Navier-Stokes equations with
density-dependent viscosities or the viscous Saint-Venant system for the shallow water model
in the multi-dimensional case remains open, and one can refer to [4], [5], [17], [42] for recent
developments along this line. Note also that Zhang-Fang [55] proved the existence of global
weak solution with small energy to 2D Vaigant-Kazhikhov model [51] in the framework of [19]
and presented the vanishing vacuum behavior. However, the uniqueness of this weak solution is
open.

In this paper, we investigate the global existence of the classical solution to 2-dimensional
Vaigant-Kazhikhov model [51], that is, CNS system (1.1)-(1.4) with periodic boundary condition
and general nonnegative initial density. It should be noted that for the 2-dimensional problem,
the basic reformulation of Vaigant-Kazhikhov [51] and the formulation in terms of the mate-
rial derivative used in [18, 24] are equivalent. Following some of the key ideas developed by
Vaigant-Kazhikhov [51], we are able to derive the uniform upper bound of the density under
the assumptions that the initial density is nonnegative. Then we can derive the higher order
estimates to the solution to guarantee the existence of the global classical solution.

The main results of the present paper can be stated in the following.
Theorem 1.1 If the initial values (po,uo)(z) satisfy that
0 < (po(), P(po)()) € W>U(T?) x WH1(T?), uo(x) € H*(T?), / po(z)dz >0  (1.5)
T2

for some q > 2 and the compatibility condition

Loyto — VP(p0) = \/5y9(a) (1.6)
with some g € L?(T?), then there ewists a unique global classical solution (p,u)(t,z) to the
compressible Navier-Stokes equations (1.1)-(1.4) with

0<p(t,z) <C, Y(t,x) €[0,T] xT%  (p, P(p))(t,x) € C([0, T); W1(T?)),

u € C([0,T]; H*(T?)) N L2(0, T; H3(T?)), +/tu € L>(0,T; H3(T?)),

tu € L0, T; W34(T?)), wu, € L2(0,T; H(T?)) (1.7)
Vitug € L2(0,T; H*(T?)) N L*°(0, T; HY(T?)), tuy € L°°(0,T; H*(T?)),

Vity/puy € L*(0,T; L*(T?)), t\/puy € L>=(0,T; L*(T?)), tVuy € L?(0,T; L*(T?)).

—

Remark 1.1 From the reqularity of the solution (p,u)(t,z), it can be shown that (p,u) is a
classical solution of the system (1.1) in [0,T] x T? (see the details in Section 5).

Remark 1.2 If the initial data contains vacuum, then it is natural to impose the compatibility
(1.6) as the case of constant viscosity coefficients in [§].



Remark 1.3 In Theorem 1.1, it is not clear whether or not uy € L*(0,T; L*(T?)) even though
one has the regularity tVuy € L(0,T; L*(T?)).

Remark 1.4 It is open to get the similar theory to the Cauchy problem or the Dirichlet problem
to the 2D compressible Navier-Stokes equations (1.1).

If the initial values are much more regular, based on Theorem 1.1, we can prove
Theorem 1.2 If the initial values (po,uo)(x) satisfy that
0 (o). P(po)(a)) € BT x BYT®), (o) € BY(T), [ pola)do>0  (18)
T2

and the compatibility condition (1.6), then there exists a unique global classical solution (p,u)(t, x)
to the compressible Navier-Stokes equations (1.1)-(1.4) satisfying all the properties listed in (1.7)
in Theorem 1.1 with any 2 < q < co. Furthermore, it holds that

u e L*(0,T; HY(T?)), (p, P(p)) € C([0,T); H*(T?)),

1.9
pu e C([0,T); H(T%), pV%u € C((0,T); L*(T?)). o

Remark 1.5 In fact, the conditions on the initial velocity ug can be weakened to ug € H?(T?)
and \/poV3ug € L*(T?) to get (1.9).

Remark 1.6 In Theorem 1.2, it is not clear whether or not u € C([0,T); H3(T?)) even though
one has pu € C([0,T]; H3(T?)).

Remark 1.7 It is noted that in Theorem 1.2, the compatibility condition (1.6) is exactly same
as in Theorem 1.1.

Notations. Throughout this paper, positive generic constants are denoted by ¢ and C', which
are independent of §, m and t € [0,7], without confusion, and C(-) stands for some gener-
ic constant(s) depending only on the quantity listed in the parenthesis. For function spaces,
LP(T?),1 < p < oo, denote the usual Lebesgue spaces on T? and || - ||, denotes its LP norm.
WHP(T?) denotes the k™" order Sobolev space and H¥(T?) := Wk2(T?2).

2 Preliminaries

As in [51], we introduce the following variables. First denote the effective viscous flux by
F = (2p+ A(p))divu — P(p),

and the vorticity by
W = Oy, Uz — Op,uj.

Also, we define that

1 1
H = ;(:U’wﬂh + sz), L= ;(_waz +F:c1)



Then the momentum equation (1.1), can be rewritten as

upe +u-Vuy = = (—pwg, + Foy) = L,

(2.1)

ugt +u - Vug = = (pwg, + Fy,) = H.

DI DI

Then the effective viscous flux F' and the vorticity w solve the following system:

wt +u - Vw +wdivy = Hy, — Ly,

F+P F+P
(2/,;’—_}-)\((/;)) )t tu- V(QN—:-)\((/;))) + (ulml)z + 2uip,Uu2q, + (u2$2)2 = HZEQ + Lxl'

(2.2)

Due to the continuity equation (1.1),, it holds that

wt + - Vw +wdive = Hy, — L,
Fy+u-VF—p(2p+ A(p))[F(2M+1A(p) )+ (2u]jr(§2p) )'Jdivu (2.3)

+(2p 4 M) [(u121)? + 20105 e, + (u202)%] = (20 + Mp)) (Hay + La,)-

Furthermore, the system for (H, L) can be derived as

pHy + pu-VH — pHdivu + Uy, - VF + pug, - Vw + p(wdive),,
P .
@i+ XP)F (55i) + () Idiva}
+{<2N + )‘(p))[(ulm)? + 2u1$2u2$1 + (u2$2)2] }352
= (20 + A(p)) (Hay + Loy )|z + i(Hay — Lay )y
pLi + pu- VL — pLdivu + ug, - VF — pug, - Vw — p(wdivu),
P .
~{p2u+ MP)F (5507) + (Gl Idivu}
+{(2,u + )‘(p))[(ulwl)Q + 2u122u211 + (u212)2] }Il
= [(2u + Mp))(Hzy + Loy )|ay — p(Hoy — Lay )z,

(2.4)

In the following, we will utilize the above systems in different steps. Note that these systems
are equivalent to each other for the smooth solution to the original system (1.1).

Several elementary Lemmas are needed later. The first one is the Gagliardo-Nirenberg
inequality which can be found in [45].

Lemma 2.1 Vh € Wol’m(TQ) or h € WY (T?) with / hdx = 0, it holds that

T2
I1llg < CIVAIG Al (2.5)
where o = (%—%)(%— %—i—%)*l, and if m < 2, then q is between r and f_—mm, that is, q € [r, 22_—mm]
ifr < i—mm, q € [Q%Tn,r] if > i—mm, if m = 2, then q € [r,+00), if m > 2, then q € [r,+c].

Consequently, Yh € WH™(T?), one has

17l < C(IRll + IVARIS A1), (2.6)



where C' is a constant which may depend on gq.

The following Lemma is the Poicare inequality.

Lemma 2.2 Vh € W&’m(TQ) or h € Whm™(T?) with / hdx =0, if 1 <m < 2, then
T2

1
Bl 20 < O = m) [V, (2.7
where the positive constant C' is independent of m.

The following Lemma follows from Lemma 2.2, of which proof can be found in [51].

Lemma 2.3 Vh € Wl’"%irn(’ﬂ‘z) withm > 2 and 0 <n <1, we have

L S —S
1hllzm < ClIAll +mZ||R]I5q o) IVAI5), (2.8)

- m—+n

where € € [0, 1],

_ (1-9)(1-n)
2

=i (1=¢) and the positive constant C' is independent of m.

3 Approximate solutions

In this section, we construct a sequence of approximate solutions by making use of the theory
of Vaigant-Kazhikhov [51] and derive some uniform a-priori estimates which are necessary to
prove Theorem 1.1. To this end, we need a careful approximation of the initial data.

Step 1. Approximation of initial data: To apply the theory of Vaigant-Kazhikhov [51], we
approximate of the initial data in (1.8) as follows. First. the initial density and pressure can be

approximated as
po=po+6, P9 =Plpo)+5, (3.1)

for any small positive constant 6 > 0. To approximate the initial velocity, we define ug to be
the unique solution to the following elliptic problem

Lgul = VI +/pog (3:2)

with the periodic boundary conditions on T? and /
T
that u is uniquely determined due to the compatibility condition (1.6).

It follows from (3.2) that
Lot = =T [(A(E8) — Mpo))divd] + V] + /oo, (3.3)

By the elliptic regularity, it holds that

ugdx = / uopdx = ug. It should be noted
2 'JI‘Q

[ug — Toll rr2(r2)
< ClIMR) = Mpo) o IV (diviid) 12 + [T O8) = Mpo)) e divisd 2 + [V P 2 + lly/pogll2
< C[olludlmaze) + IPoll e + 1120l o r) g le]

< 0[5“U8HH2(T2) + 1.
(3.4)



where the generic positive constant C is independent of § > 0.
Therefore, if § < 1, then (3.4) yields that

HUgHHQ(T?) <C (3.5)
where the positive constant C' is independent of 0 < § <« 1.
Due to the compatibility condition (1.6) and (3.2), it holds that

Loy () —ug) = =V [(A(ph) — A(po))divuf] := ©°. (3.6)
Therefore, by the elliptic regularity, (3.1) and (3.5), one can get that
l[ud — woll r2(r2) < C|1©°]|2
< C[HA(PS) - )\(PO)”LOO(T?)||V2U8||2 + ||V()\(ﬂg) - /\(PO))”LOO(T?)||diVUg||2]
< ClINER) = Mpo)ll e ey + IV AB]) = A(po)) < r2)
<Cd —0, as § — 0.

(3.7)

For the initial data (p9, PJ,u)) constructed above for each fixed § > 0, it is proved in [51] that
the compressible Navier-Stokes equations (1.1) with 5 > 3 has a unique global strong solution
(p?,u®) such that cs < p° < Cj for some positive constants cs,Cs5 depending on 6. In the
following, we will derive the uniform bound to (p°, u‘s) with respect to ¢ and then pass the limit
§ — 0 to get the classical solution which may contain vacuum states in an open set of T?. It
should be noted that in comparison with estimates presented in [51], we will obtain uniform
estimates with respective to the lower bound of the density such that vacuum is permitted in
these estimates. To this end, the compatibility condition (1.6) will be crucial.

For simplicity of notations, we will omit the superscript ¢ of (p?,u?) in the following in the
case of no confusions.

Step 2. Elementary energy estimates:

Lemma 3.1 There exists a positive constant C depending on (po,uo), such that

T
1.
Sup (I/pull3 + llolly) + /0 (IV7ull3 + lwll3 + 112 + A(p) 2 divul[3)dt < C. (3.8)
S

Proof: Multiplying the equation (2.1), by pu;, (i = 1,2), summing the resulting equations and
then integrating over T? and using the continuity equation (1.1), it holds that

plu|®dz + /(,uw2 + (21 + Mp)) (divu)?)dz + /u - VPdx = 0.

dt
Multiplying the continuity equation (1.1); by %/ﬂ*l and then integrating over T? yields that
d
= "—d + /Pdlvudx ~0.

Therefore, combining the above two estimates and then integrating over [0, ¢] with respect to ¢,
we obtain

1 1 T .
/(2,0|1u|2 + le)dm + /0 /(W2 (20 + o)) (divee)2)dazdt
- / (G + — (D)) (39)

C ool zrs ez gl z2) + 1661y 2y | < C-
) )



Denote
b(t) = / (1 + (20 + () (diva))dz, ¢ € [0,T]. (3.10)
Then
IVull3(t) < Clllwl3(t) + ||dival3()] < Co(t) € L1(0,T).
Thus the proof of Lemma 3.1 is completed. O

Step 3. Density estimates: Applying the operator div to the momentum equation (1.1),, we
have

[div(pu)] + div][div(pu ® u)] = AF. (3.11)

Consider the following two elliptic problems:

A& = div(pu), /fdw =0, (3.12)

An = div[div(pu ® u)], /ndaz =0, (3.13)

both with the periodic boundary condition on the torus TZ.

By the elliptic estimates and Holder inequality, it holds that

Lemma 3.2 (1) [[V]am < Cmlol|zus [ullami, for any k> 1,m > 1;
-1

1
(2) IV€ll2—r < Clly/pull2llplli=r , for any 0 <r < 1;

(3) lInllzm < Cmllpllamsl[ull, g for any k> 1,m > 1;

where C' are positive constants independent of m,k and r.

Proof: (1) By the elliptic estimates to the equation (3.12) and then using the Hélder inequality,
we have for any k£ > 1,m > 1,

IVEll2m < Cmllpullzm < Cml|pl| 2 [|ull2mi-

Similarly, the statements (2) and (3) can be proved. O
Based on Lemmas 2.1-2.3 and Lemma 3.2, it holds that

1
Lemma 3.3 (1) ||€]lam < Cm2||VE|| 2n < Cm2 | p||Zi, for any m > 2;
m+1
(2) ||lullam < C [m%HVUHQ + 1} , for any m > 2;
(3) |V€lam < C [m%k%npniw(w% + m||p||ilk] for any k> 1,m > 1;
—1 -1

(4) lnllzm < C [kaHpH%W) + meH%} , for any k> 1,m > 1;

where C' are positive constants independent of m, k.
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Proof: (1) By Lemma 2.2 and Lemma 3.2 (2), it holds that

1 1 1
€llzm = Cm2{|VE]| 2m < Cm2|[y/pull2llp]im
1, 1
< Cm2|lpll,

where in the last inequality one has used the elementary energy estimates (3.9).

(2). From the conservative form of the compressible Navier-Stokes equations (1.1) and the
periodic boundary conditions, we have

d
p(t,z)de = — [ pu(t,x)dz =0,

dt dt

that is,
/p(t, x)dxr = /po(az)dm, /pu(t, z)dr = /pouo(aj)d:c, vt € [0, 7).
By Lemma 2.2, it follows that

1
[ullm < flu = ullam + [|ull2m < Cm2[[Vul| 2m +[ul, (3.14)

where m > 2 and u = u(t) = /u(t,:v)d:r.

On the other hand, we have
\/p(u = a)dz| < |plly[lu —al| . < Cf[Vulls, (3.15)

where in the last inequality we have used the elementary energy estimates (3.9) and the Poincare
inequality.
Note that

| [ ptu— sl = | [ pouods —a [ pow)dsl = Ja] [ e~ | [ pouodal. (3.16)

Combining (3.15) with (3.16) implies that

| J pouodz| n Cl[Vul2
[ podz [ podz

Substituting (3.17) into (3.14) completes the proof of Lemma 3.3 (2).

The assertions (3) and (4) in Lemma 3.3 are direct consequences of Lemma 3.3 (2) and
Lemma 3.2 (1), (3), respectively. Thus the proof of Lemma 3.3 is completed. O

Substituting (3.12) and (3.13) into (3.11) yields that

jaf <

(3.17)

A(ft Y- F+ /F(t,x)dx) —0. (3.18)

Thus, it holds that
ft—l-n—F—l—/F(t,x)dac:O. (3.19)
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It follows from the definition of the effective viscous flux F' that

€ — (25 + A(p))divu + P(p) + 17 + / F(t, 2)dz = 0. (3.20)
Then the continuity equation (1.1), yields that
& + M(m +u-Vp)+P(p)+n+ /F(t, x)dx = 0. (3.21)
Define 0 o+ A(s) "
0(p) = /1 fds =2ulnp+ B(p —1). (3.22)
Then we obtain the following transport equation
(€+0(0))+u-V(E+0(p) + P(p) +1—u-VE+ /F(t, )d = 0. (3.23)
Lemma 3.4 For any k > 1, it holds that
sup ([o(t, ) < Ok, (3.24)
te[0,7]

Proof: Multiplying the equation (3.23) by p[(¢ + 0(p))+]>™~! with m > 4 being integer, here
and in what follows, the notation (--- ) denotes the positive part of (---), one can get that

%% /p[(§ + e(p))+]2md$ + /,OP(p)[(§ + 9(p))+]2m_1d;p = _ /pn[(g + 0(,0))+]2m_1dx

+ / pu - VE[(E+0(p)) > dx — / F(t,z)dx / pl(€+0(p)) 42 Lda.

(3.25)
Denote
{/ (E+0(p 2mdm}2m t € [0, 7). (3.26)
Now we estimate the terms on the right hand side of (3.25). First,
_ 1 m 2m—1
= [ onlte + 0ot < [ o3l [ole + 0(0)2] B do
= 2m—1
< lelzmpralinllzm 1HP(€+9( DAl
2m B+ 111 2m 4 1 (3.27)

<c||pu2m5+1[<m+ 3 4900 + (4 5ol s g0 | £
k—1

2p
=< C||P||2m5+1 F@*mH m?o(t) +m],

where ¢(t) is defined as in (3.10) and in the last inequality we have taken k = %

Next, for ﬁ + % + é = 1 with p,q > 1, one has

|/pu-vf[(£+9(p>)+]2m‘1dml < /pﬁnrunva[ (€+0(p)2") B da

< 101251 Il V€ g (€ + 0C0)2 5
< cnpuziﬁﬂ (D)2 [Vl + 1] | (ma) 282 1ol 2max 6()% + ] s | F(£)277 (3:28)
<c||puzm5+l FEPm = m2g(t) +1] [m2e(t)2 +m]

< Ollpllym .y F@P™ [m26 (1) + m],
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where in the third inequality one has chosen p = ¢ = 2";?; Land k= %

Then it follows that
|—/ (¢, a:)da; pl(€+0(p)) )™ x|
/| 21+ Ap))divu — P \dx p2m (E+0(p)¥"] S da
B/@u+x< )(diva)2de) ( [ (2u+ A(p))da)? + L/P ()] 1ol llo(€ + 0D I,
\

scp02+w§ @m%+@f2m1

gok@%+w>nm%mﬂ+QﬂPml

(3.29)
Substituting (3.27), (3.28) and (3.29) into (3.25) yields that
1 d 2m 2m—1
—— t)) + P +0 d
g0 [ oPolie +6)-) C 50
< Cllolln 37, £ [m2o(e) +m] + C[6(1)3 + 63 oll s, + 1] F(H™
Then it holds that
d 1 1 g 2 tom
%f( ) < C{l + o)z + o(t)2 HPH2m5+1 + (m o(t) + m)”lo”2m6+1]' (3.31)

Integrating the above inequality over [0,t] gives that

70 < 10+ C[1+ [ o lfpen(r + [ (olr) +m) ol FE (r)ar]. (332)

Now we calculate the quantity

1

£0) = [ Al + 08 ) ™
By Lemma 3.2 (1) with ¢t = 0, we can easily get

1611 < C.
Furthermore, by the definition of 8(pQ) = 2u1n p + %((pg)ﬂ — 1), we have
£+ 0(p)) — —oc0, as pd—0+.
Thus there exists a positive constant o, such that if 0 < pg < o, then
(€3 +0(n))+ = 0.

Now one has

ﬂ”:KﬁqqﬁAM«m>““”%wwx;

4 (3.33)
([ A+ 0lf)Rmde] ™ < Co, ),
[0<p)<M]

where the positive constant C(o, M) is independent of § and m.
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It follows from (3.32) and (3.33) that

t . B t
10 <1+ [ o s+ [ Por) +m)lolhiZiair]. @30

Set Q1 (t) = {x € T?|p(t,z) > 2} and Qa(t) = {z € Qi (t)|£(t, z) + 0(p)(t,z) > 0}. Then one has

Jel 8
HpHgmB—',—l(t) = (/p2m5+1dx) 2mpB+1 _ </ me,B—i-ldx +/ p2mﬁ+ldw> 2mpB+1
Ql(t) TQ\Q1(t)

B B .
S (/ p2m5+1d$> 2mp+1 + C S C(/ p|0(p)|2md$) 2mpB+ + C
Q1(¢) Qi (t)

_B
=c( [  obto)+e—efrans [ P02 ) T+ C (3.35)
a(t) Q1 (D\Qa2 (1) )
< C(/ p(B(p) +&)*"da +/ ple|*mdz + / p\g|2mdx> WA L
Qa(t) ﬁQQ(t) Q1 (0\22(1)
< C(f(t)2m +/ p\£|2malx) el o< C[f(t) + (/ pl&[* ™ da )2’"‘”1 T 1}
T2 T2

Note that

B
B
(AﬁmmWYWH<W@$NWMM%E—WM$MMﬂT

2 55—1 1 B(m+1) (336)
m 1 2 m = 2m 1
< olZe5s [Cm + 5ol ™ < Cmd ol
Then one can get
5 L Gt
1ol15ms41(8) < C 1+ F(8) +m2 ol ()] 5

L8 moth
§|’p||2mﬁ+1(t) + C(l —+ f(t) —+ m m28-1) ) .

IN

Thus it holds that

Iolmsia(®) < €[00 + m]
SC%M1+/¢ ol (r)r + [ (20(r)+ m) ol 5 ()]

schWI+/mmmﬂum+/7mm>+mwmwm>m]

(3.38)
Applying Gronwall’s inequality yields that
B = ! 2 1+ﬁ

Hp||2m5+1(t) < C[mzlﬁl + ; (m o(1) + m)HPH2m5+1(7)dT] (3.39)

Denote 9
y(t) = m" 51| pll2mp41 (2)-
Then it holds that
Bt A it N R
y”(t) <C[m(2ﬂ n(B- 1) +mm(ﬂ 1)/ (T zdeerm(ﬂ D) / y(r) Temdr
0

<cfi+ [t + 1G]
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So applying the Gronwall’s inequality again yields that
y(t)<C, vieoT],
that is,
2
1pllamssr(8) < CmA™T, vt € [0,7],
Equivalently, (3.24) holds. Thus Lemma 3.4 is proved. O

Step 4: First-order derivative estimates of the velocity.

Lemma 3.5 There exists a positive constant C, such that

2 T
2 ! 2 2
su W+ — dw—i—/ / H* + L9)dxdt < C. 3.40
te[ogr] /(M 2p + )\(P)) 0 L ) ( )

Proof: Multiplying the equation (2.3); by pw, the equation (2.3), by 2#»%\(9)’
then summing the resulted equations together, one has

1d 2 F2 ,LL/ 2 71- 1/ 2 1 /7:
-2 b Yde+ £ [ wrdivude — = [ pF2(————Ydivud
5d (hw 2M+)\(P)) v+ 5 [ widivude — o [ p <2M+)\(P)) ivudz

respectively, and

1 divu . Plp)
_Q/FQQ;L—}—)\(p)dx - /PF(dIVU)(W) dx—l—/F[(u1x1)2 + 2u1g,u2e, + (u21‘2)2]d$
= —/p(H2+L2)dx.

(3.41)
Notice that

(U1I1)2 + 2“1:02“2:01 + (U2x2)2 - (ull‘l + U212)2 + 2(u1x2u2x1 - U1x1U2x2)

= (divu)? + 2(U1zyUgs, — Ulp; U2zy)
_ F P(p)

= (divu

(divu) (2u ) 2u+Ap)

) + 2(u1I2u2I1 - u1x1u2x2)7

then one has

0 s P(y) P(y)
Ly - p) p
/ @) ol 50~ 50 >]dm + [ Fta ol e - g )
/2 (u1x2u2x1 ULz, U2x2)dx

_E wrdivudz

)d (H? + L?)d
2dt a:—l—/p +

(3.42)
Set
20 = [+ 5
A = [ (uw —duz,
21+ Ap)
and .
(pQ(t) = /p(H2 + L2)dac = /p[(uwwl + Fw2)2 + (—pwg, + le)Q]dx.
Then it follows that for 0 < r < %,
i 1—r _1_ 1
IV(F,w)llz(—r) < Co@)llpllio. < Co(t)( " )BT < Cop(t)ri=2, (3.43)
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and
. 1,
[Vull2 + |lwll2 + [[divull2 + [[(21 + A(p)) 2divul[2

< C[Z(t) + (/ mdz)ﬂ < C(Z(t) +1).

Now we estimate the four terms on the right hand side of (3.42). First, by the interpolation
inequality and Lemma 2.2, (3.43) and (3.44), for 0 < e < i, it holds that

(3.44)

1—-3¢ —€

7 . . : <
| — 2/oﬂdlvudxl < Olldivullz[|lw||? < C(Z(t) + 1)|wll; ™ [[Vw \\5(12 o

< C(Z(t)_|_1)Z( )1 25@( )1 ngm
< ap?(t) + CaZ(H)X(Z(1) + 1) T e o7 15

1—¢

< ag?(t) + Ca(Z(t)? + 1) T er i,

(3.45)

where and in the sequel @ > 0 is a small positive constant to be determined and C,, is a positive
constant depending on c.

Next, one has

1 1
- F2 : /
]2/ d1vu[p(2lu+>\p ) — 2 +/\ }d:c|
1 F P(p) p) + pN(p)
== [ F? d
’2/ (2u+)\( 2,u—|—)\ > 2,u+)\ )2 2] , (3.46)
F ||
<c [ (! <c(1 /d )
- /| | ( 1=+ Ap) 2M+)\ ) ) < WSk
and
1 : Plp) v Pl)
|2/Fdlvu[p(2ﬂ+)\p ) — 2#4‘/\ )]dx|
1 F p)(2p+ Alp)) + pX(p)P(p) — pP'(p) (21 + A(p))
— F dzx|
2 2114+ A(p) 2,u—|—)\p (2,u+)\( )2
|F| / Lali
< F < .
C/’ |<2,u+)\( 2u+/\ plde < C 2u+ Ap )da:
(3.47)
On the other hand, it holds that
]—/2F(u1x2um — Uy Uy, )d| < C/|F|yvu|2dx. (3.48)

Substituting (3.45)-(3.48) into (3.42) yields that

1d

S L 221+ p(1)? < ap(t)?+Co(Z(t)2+1) 2 TR eTh +C [1+/2 s

d:c+/ F vude]
w+ Ap) Fl[Vel

(3.49)
ﬂdw and / |F||Vu|?dz on the right hand side
21+ A(p)
of (3.49). By Lemma 2.3, for ¢ € [0, 5] and 7 = ¢, it holds that

Now it remains to estimate the terms /

1Bllzm < CIFL +mEIVFI'SE I Fl30 ) (3.50)
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(1-¢?
m—e(l—e¢)
Choose the positive constant e = 27 with m > 2 being integer in the inequalities (3.49)
and (3.50). By the density estimate (3.24) in Lemma 3.4, one can get

171 = [ M) HEP| 20+ Ap)) b
2 3 3
< (5i5507) (Jewraeas) <oz,

HFH;(l_E) = (/(2#—{—)\( )) (1—e |F|2(1 E)(2M+)\( ))l—adx)

< (itSm) (Jewsro7an) ™ o

< (1) (IIPHZ%SE> + 1) = OzZ@y (6(16_5)> " 1]

< 0z(ty (777 1) = 020)° (257 +1) < Cz0,

where s = and the positive constant C' is independent of m and e.

(3.51)

and .
2(1—¢)

2
where in the last inequality one has used the fact that ms = % — 1 asm — +o0.

Substituting (3.43) with r = -, (3.51) and (3.52) into (3.50) yields that
IFllm < C[202) +m3|VFI'S2 2] < C[202) +m3(P5) 7 ()2 2(2)°
e € (3.53)

<O|Z(t) +m3 (2) = pt) 72 ().

Thus it follows that
3 2—- =
[ e [ L ey,
21+ Mp) (2p + Mp)) "2 21+ Ap)
1
F|2 T D) m
< / <||> |F|m-Tdx
21+ Ap)

2m—3 1
F|2 2(m—1) D)
() ()
20+ \(p) (3.54)

< 20T IPIT < 020 [2(0) £ md () o2
(1—s)m 1—s)m s)m—
< O[z@)? + mTT (D) TR W 2() R
y 2(1—5)m 2((2+5)m—3)
< oup(t)2 + C, [Z(t) +mm(1+s) 2( )(ﬁ 1)(m(1+s) D Z(t) mits)-2 }

< ap(t)? + C, [(1 + Z(t)*)? + m(?) T(1+ Z(t)2)2+mf+7?)iz]

2
where in the last inequality one has used the fact that ms = % — 1 with e = 27" as
m — +00.
Furthermore, it holds that

JIFIT P < 1 Tl < O o (vl + P )
F
2u+ Ap) "2

(3.55)

< CIIFllam | o + ollPa +1).
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Note that
4m 27;_1
F || Zm1 "
oo = [ i
1+ Ap) " zm= (20 4 A(p))Zm—1
2m(2m—3) 2l
(2m—1)(m—1)
= / |F‘ ]F]mdx
(20 + A(p) 71 (3.56)

IN

1 ’F|2 22(2:?)
715, ( e
(21 +Alp)) 23

L ‘F’Z 2(m~-1) L1 2m—3
<arif ([srmgt) | <CIFIR 205,

and from /wdw = 0, Lemma 2.2 and (3.43), one has

1—¢
l—¢ 1 —oe
el < Clel T G < oz ™)

m(l—g) 2(1 E —_ 1—¢ 1—e (357)
< C2B-1m(-2) 7 t)2 m(1—26>¢(t) -2 < Cz(t)Q—m(l—zg)(p(t)m(l_zg)_
Now substituting (3.53), (3.56) and (3.57) into (3.55) gives that
2 1.Mm 1=s 1— 29— 1—¢ 1—e
|F||Vu|*dx < C’[Z(t) +m2(—)F1p(t) SZ(t)S} [1 + Z(t)F i gp(t)m(172a):|
€
—5 1+ ! m—
+C [Z(t) s (D)5 (1t )1—82(15)8] () et
€
l—¢ s
S C Z(t) =+ Z(t)g + Z(t)3_m(l—25)90( )m(l 26) +m2 (m)[lg 1SD( )1—82( )5
e
+m%(m)é:§cp(t)lfs+ﬁz( )2+s e —|—m2( )(5(11)(771 Dot )(lr;i>1mZ(t) ’”5;{"{*3}
€ €

m . 1=s 2
9

< aplt) + Cal (14 220 + (mH (7)) 2(°) ™

e S)m ms1y —2m=1 _
+ (m%(m)é:i Z(t)2+s_ m(11726)> Its—= m(l 28) + ( % (/3 11)(m I)Z( )2+ m—11> m(5+1)72i|
13
< a()? + Cal(1+ 22()% + ()7 (14 Z(1)? )
1—ms+(2ms—1)e
—|—m( )ﬁ 1(1—|—Z( ) ) + (Ats)m(1—2e)—1+e —{—m(@) ( +Z( ) )2+m<5+1) 2]
g g

(3.58)
Substituting (3.54) and (3.58) into (3.49) and choosing « sufficiently small yield that

;jt(Z (1) + 2 o(1)? SC(Z() + 1) +C[(1+Z2<t)) (E)ﬂ T(1+Z(t)?)

2
Ok )T (L4 Z () ]

+ m(
(3.59)
Note that lim,,—+[2"(1 —ms)] = 2, and so 1 — ms ~ 2¢ as m — +oo. Thus for m sufficiently
large, one has

VT (14 Z(1)2) 2 romiiosn-tre 4 b ()7
= 3

1—ms 2e 2e
~ == S4E,
m(l+s)—2 1-24+m—-2 m-—1-2¢
and
I—ms+ (2ms—1)  (1-ms)(1—2¢)+e 3e — 4e?

O+ s)mi—20) —1+c  (tsym(l—22) -1tz mtl-2e)(1—2e)— 14z =5



Then (3.59) yields the following inequality for suitably large m,

S LZ0) + 1) < Om(T) T+ 20

Note that

F2
Z2(t) = /(uw2 T L

<c / ? + (2414 A(p))(diva)? +

< C(o(t) +/P2(p)dx) e L0, 7).

P?(p)
21+ Ap)

Applying the Gronwall’s inequality to (3.60) and using (3.61) show that

1 1 _—
0T 2200 (1 22y T omeg) T 20

Then we have the inequality

1 1
T+ Z22(0)% = 2(1 + Z2(0))%’

provided that
m., _2_ 1
A
Cme(2)P S sa s ey

This condition, (3.64), is satisfied if

since

B (F6)2
22(0) = / [u(wg)um}dx

1 S 1 5112
< C 118 Bpary + 108 gy 8 22y + 13 B ey < €

)]dx
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(3.60)

(3.61)

(3.62)

(3.63)

(3.64)

(3.65)

Now if 8 > 3, that is, 1 — % > (0, then we can choose sufficiently large m > 2 to guarantee
the condition (3.65). Consequently, the inequality (3.63) is satisfied with 8 > 3 and sufficiently

large m > 2. Then X
Z3(t) <2*" (14 Z%0) - 1<C,

and

T
/ o(t)dt < C.
0

Thus the proof of Lemma 3.5 is completed.

Step 5: Second order derivative estimates for the velocity:

Lemma 3.6 There exists a positive constant C independent of §, such that

te[0,7

T
sup /p(H2 + L?)dx +/ /M(Hm — Ly)? + 2+ M) (Hyy + Ly, ) dzdt < C.
0

(3.66)

(3.67)

g

(3.68)
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Proof: Multiplying the equations, (2.4),; and (2.4),, by H and L, respectively, summing the
resulted equations together, and integrating with respect to = over T? lead to

Ld
2 dt
= /p(H2 + L?)divudz — /,uwdivu(Lgc2 — H,,)dz

- [ ot N F (5 + (o

- / [H(ug, - VF + pttg, - Vw) + L(ug, - VF — pitt, - Vw)|dz

p(H? + L2)d + [ lHiy = L) + Qe M) (Ha + Ly P

)/] divu(Hy, + Ly, )dz (3.69)

+ / (2 + A(P)[(tt10)? + 2ttyuze, + (uzay))(Hay + Lo, .

Set .
Y(t) = </ p(H? +L2)d:c>2, (3.70)

and
1
3

(1) = ( [ e, = Lo+ @t A B + Lm)?dw) | (3.71)

Note that
/(\VHP + |VL})dz = /(H§1 +HZ +L2 +L2)da
1
- / [(Fy = L) + (o + L)l < %00,

Thus it holds that
IV(H, Dlb(t) < Cot),  VEe [0,T). (3.72)
Then it follows from the elliptic system

pe, + Foy = pH, — Wz, + Foy = pL,

that

IV(E,w)lly < Cllo(H, Dl ¥1<p < +oc. (3.73)
Furthermore, since / (twy, + Fy,)dx = 0, by the mean value theorem, there exists a point
7, € T?, such that (pwy, + Fi,)(74,t) = 0, and so H(x.,t) = 0. Similarly, there exists a point
a,, such that L(z,t) = 0. Therefore, by the Poincare inequality, it holds that

I(H, D)ll, < CIV(H.Dlls, ¥1<p < +oc, (3.74)

where C may depend on p.

Now we estimate the right hand side of (3.69) term by term. First, by the Holder inequality,
(3.74) and the density estimate (3.24), it holds that

’/P(H2+L2)divud:p\ = ]/p(H2+L2)m

VP(F + P(p))
2u+—/\(p)||4 < CY (#)Y(t) (1 + || Fla)-

dx|
(3.75)
< IVp(H, L)|[2[|(H, L) ]
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Note that

I(F,w)lla < CAUVE W)l + [[(F,w)h)

<ClIVE W)l + (/md$)%(/(2u+x(p))dx)é +lwlle] < €y +1], (3.76)

where in the last inequality one has used the estimate (3.43) with 7 = § and the estimate (3.66)
Substituting (3.76) into (3.75) yields that
| /P(H2 + L) divudz| < CY (£)p(6)(Y (8) +1) < ap?(t) + Ca(Y (1) +1)*

(3.77)
Second, direct estimates give

- /MWdiVU(LzQ — Hyy)da| < p (/(sz - Hm)zdx) ’ < wz(divu)zda:> ’
< av(t)+ Co [P (divade < av(t)+ Calwlfl 3 0

< ag?(t) + Callwl|F(1 + [ FIIT) < an?(t) + Ca(Y (8) + D™

Similarly, one has

P) 2 12 (3.78)
p)

= [ ot MO P )+ (g Y vy + Ly

)
@ [ @1+ AP (Hy + Ly

“%/ﬁ@“+“m””muxwﬁ+Qmﬁﬂmﬂ%mwfm (3.79)
IR P(p) .\ n2|F|*+ P%(p)
< ad®() + Ca/p2 [F(2u + )\(P)) " (2u + /\(p)) ] 21+ A(p) &
< agp?(t) + Co(1 +||F|[7) < agp?(t) + Ca(Y (£) + 1)%.

Next,

| — / [H(ug, - VF 4 pty, - Vw) + L(ug, - VF — pitty, - Vw)]dz|
< [ 1(HI[Vul[T(Fw)dz
< CI\(H, L) 5| Vulls |V (F, )]

where one has used the fact that

(3.80)
s < CIV(H, D)l llo(H, 1],

. F+P(p
IVullz < C(ldivals + Jwlls) < o( 22

—— s + ||wll2) < C
Note that

IWHDM=</QwIﬁ@> </¢|HLWng

< IVaUH, D)5 | (. D)} ol < CY (03 (H. D)5

c:\w

e )3 (3.81)
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It follows from (3.80) and (3.81) that

| — / [Hg(ugg2 -VF —1—1/:u$1 : Vw):— L(qf:l - VF — pig, - Vw)]dz| (3.82)
SCY®)S|IV(H, L)l < CY@)59(t)s < ay(t)’ + CaY (1)

Moreover,
| [ @t A 10,7 + 2z, + (2 (o + Ly
< ay(t)? + Cy / 20 + AP) [(w11)? + 2u1zyuze, + (Ug,)?2de
< atp(t)? + Cal2+ A(p) 2| Vu} (3.83)
< ayp(t)? + Callldivuls + wlls) < av(t)® + Ca(||(F,w)s +1)
app(t)* + Cal(|[V(Fw)z +1) < ap(t)’ + Ca(L+Y(1))".
Substituting the estimates (3.77)-(3.79), (3.82) and (3.83) into (3.69), one can arrive at

%%(YQ( 1)) + U3 (t) < Bay?(t) + Co(1+Y3(t))?. (3.84)

Choosing 5a = 3, noting that Y2(t) = ¢*(t) € L'(0,T), and then using Gronwall’s inequality
yield that

2(t) + /T YE(t)dt < Y2(0) + C. (3.85)
0

Now we calculate the initial values Y2(0). By the approximate compatibility condition (3.2),
one has
L 5u0 VP = \/pyg, with g€ L*(T?).

On the other hand, it holds that

Epgug = pAud + V(1 + Mpd))divud) = pAu) + V(F — pdivu) + PY)

(3.86)
= [uV(divud) — uV x (V x ud)] + V(F — pdivud + P9)

where F{ = (2u + A(p)))divu — P and similarly one can define wg, LY, HS, Vx denotes the
3-dimensional curl operator, and

V x (V x Uo) (axzwm 8=’D1w070)

is regarded as the 2-dimensional vector (0y,w, —0z,wd)?.

Thus
Lguh = V) = VE) — U000, — 02,0’ (387)
= (Fy, — 10y, Fyy + 102, wd)" = p(LY, HY)".
Therefore
Vg = po(Ly, Hy)'. (3.88)
Consequently, it holds that
2(0) = 1/ (L, BOIZ = 1 Y2913 < ©. (3.89)

%,
o
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This, together with (3.85), shows that

T
Y3(t) + / YA(t)dt < C. (3.90)
0
This completes the proof of Lemma 3.6. O

Remark 3.1 Similar to the derivation of (3.87), one can get that for any t € [0,T],
Lyu—VP(p)=p(L,H)".
Then it follows from the momentum equation (1.1), that
w = (L, H)" —u - Vu. (3.91)

The above identity can also be obtained directly from (2.1).

Step 6. Upper bound of the density: We are now ready to derive the upper bound for the
density in the super-norm independent of §, which is crucial for the proof of Theorem 1.1 as in
[25, 22, 23]. First, we have

Lemma 3.7 It holds that .
/ 1(F,w)|.dt < C. (3.92)
0

Proof: By (3.73) with p = 3, one has

T T
| IvE g <o [Cipu i =c [ [t
0
~c [ [ el oyEptas

oy 2 (3.93)
< C/ IVp(H, L)|l2[|(H, L) Izl oll fodt
T T
<c [ Ivanpasc [ veo<c,
0 0
which, combined with the estimates in Lemma 2.3, yields that
T T
| IR < [ 1Ew) < C. (3.94)
The proof of Lemma 3.7 is finished. U

With Lemma 3.7 in hand, we can obtain the uniform upper bound for the density.

Lemma 3.8 It holds that

p(t,x) < C,  V(t,x) €[0,T] x T2 (3.95)
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Proof: From the continuity equation (1.1);, we have
0(p) +u-VO(p) + P(p) + F =0, (3.96)

where 0(p) is defined in (3.22).
Along the particle path X (7;¢,z) through the point (¢, ) € [0, T] x T? defined by

dX (rit,z) >
—_— = X(r;t
dT u(T7 (T7 7'%'))7 (397)
X(T; t,x)|r=t = x,
there holds the following ODE
d . . .
die(p> (7—7 X(7—§ ta l’)) = _P(p)(Ta X(T; ta .%')) - F(T7 X(T; t7 ZL’)), (398)
-
which is integrated over [0, ¢] to yield that
t
0(p)(t,x) — B(po)(Xo) = —/0 (P(p) + F)(7, X(75t,2))dT, (3.99)
with Xo = X (73, 2)|r—0.
It follows from (3.99) that
1 ¢ " 1 - ¢ "
2u1n p(t’f) +p6(t,x)+/ P(p)(r, X (7;t,z))dr = po(Xo)ﬁ—/ F(r,X(7;t,z))dr. (3.100)
po(Xo) B 0 B 0
So (t.2) .
p(t,x 1 3
2t 255 < Sl + [ 1B (i <, (3.101)
po(Xo) ~ B 0
which implies that
ptT) o
po(Xo)
Therefore, we have
p(t,x) < C,  VY(t,z)€[0,T] x T2 (3.102)
Hence the Lemma is proved. U
As an immediate consequence of the upper bound of the density, one has
Lemma 3.9 It holds that for any 1 < p < o0,
T
/(mmmﬁwwﬂm@ﬁga (3.103)
0
Proof: First, note that
T T
| laivalae < [ (P + PG < C. (3104
0 0
Then for any 1 < p < o0,
T T )
|19 E e <o [ o,z
0 0 (3.105)

T T
SC/HWJWﬁSC/HWEm@ﬁga
0 0

Thus Lemma 3.9 is proved. g
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4 Higher order estimates

With the approximate solutions and basic estimates at hand, we can derive some uniform esti-
mates on their higher order derivatives easily as in [25, 22, 23]. We start with estimates on first
order derivatives.

Lemma 4.1 It holds that for any 1 < p < 400,

T
sup [|(Vp, VP(p))(t, -)Ilp+/ |VulZdt < C. (4.1)
te[0,T 0

Proof: Applying the operator V to the continuity equation (1.1),, one has
(Vp)i +Vu-Vp+u-V(Vp)+ Vpdivu + pV(divu) = 0. (4.2)
Multiplying the equation (4.2) by p|Vp|P~2Vp with p > 2 implies that

(IVplP)s +div(u|Vpl?) + (p = 1)|VpPdivu+p|VplP >V p- (Vu- V) +pp|Vp[P~>Vp- V(divu) = 0.
(4.3)

Integrating over T? gives
da
dt
=—(p—1) / |VulPdivudx — p/ |VplP=2Vp - (Vu - Vp)dz — p/p]Vp[p_ZVp - V(divu)dz

< (p = Dlldiva]| o[ Vpll} + plIVulloo[Vollh + pllolloc Vol IV divul,.

IVoll

(4.4)
This implies that
d .
3150l < C[IVullel Vol + [Vaivall]
F+ P(p)
< C|||Vulloo||Vpllp + | V(z—/———F% 4.5
< O IvulllVollp + IV (5,5l (4.5)
< C[(IVuloo + 1P lloo + 1)V pllp + [V Fl, .
By Remark 3.1, one has
Lyu=VP(p)+p(L,H)". (4.6)
Thus the elliptic estimates and (3.74) yields that for any 1 < p < oo,
IV2ull, < CUIVP(p)llp + Ip(L, H)|l,] (@7

< OVl + (L, D)) < C[IVolly + IV, H)ll2]-
By Beal-Kato-Majda type inequality (see [23]-[25] or [51]), it holds that

IVulloe < C(lldivulloo + lwlloo) In(e + [ V?ulls)

< O([[divulos + [lwlleo) In(e + [[Vpllz) + C([[divullso + [wlloo) In(e + |V (H, L)||2).
(4.8)
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The combination of (4.5) with p = 3 and (4.8) yields that

d :
i 1Vells < C[(Ildlvulloo + [wlloo) In(e + [V(H, L)|l2) + [ Flloc + 1| Vo3

(4.9)
+C([[divuloo + wlleo) [ Volls In(e + [ Volls) + ClIVF]ls.
By the estimates (3.94), (3.104), (3.105) and the Gronwall’s inequality, it holds that
sup [[Vplls < C, (4.10)
te[0,T
which, together with (3.94), (3.104), (4.7) and (4.8), yields that
T
/ [VullZ.dt < C. (4.11)
0

Therefore, by (4.11), Lemma 3.7, Lemma 3.9 and Gronwall inequality, one can derive from (4.5)
that

sup_[|Vpllp < C(IVpoll, + 1), ¥p € [1,+00). (4.12)
te[0,7]
Thus the proof of Lemma 4.1 is completed. O

Lemma 4.2 It holds that for any 1 < p < 400,

T
30 {ettlaw IVl o, Pt N P+ )l + | it < . 413)
S ’

Proof: By L?—estimates to the elliptic system (4.6), one has

sup |lullgz < C sup ([VP(p)ll2 + [lp(H, L)|}2)
t€[0,T] t€[0,T] (4'14)

< C sup ([[VP(p)ll2+ [lvp(H,L)|2) < C.
te(0,7

It follows from the Sobolev embedding theorem that

sup |u(t,z)| < C, sup ||Vul, < C, V1 <p< +o0. (4.15)
[0,T]x T2 t€[0,T]

Due to (1.1),, one can get py = —u-Vp—p dive and P, = —u-VP—pP'(p) divu, which, together
with the uniform upper bound of the density and the estimates in Lemma 4.1 and (4.15), yields
that
sup ||(pt, P)llp <C,  Vp €[l +o0). (4.16)
te[0,T)
Applying V? to the continuity equation (1.1);, then multiplying the resulted equation by V2p,
and then integrating over the torus T2, one can get that

IV2pl3 < ClIVullsll V2013 + [Vl V2pll2lVEulls + IIPHOOHV%HzHVBUIIz}

d
! [
< C[(IVulloo + DIV20ll3 + V2ul3 + 1]

(4.17)
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Similarly,
d
ZIVEP()llz < C[(HVulloo +DIVEP() 3 + [IVPull3 + 1| (4.18)

Note that (4.6) implies that
L,(Vu) = V2P(p) + V[p(H, L)] + V(VA(p)divu) := ®.
Then the standard elliptic estimates give that
lullgs < C|llullzn + 112112
< C[”uHHl +IV2P(p) 2 + llpllsclIV (H, L)l|2 + [V pllall (. L) 14 (4.19)

+[1V2pll2/divulloo + IIVPII4HV2uII4],

and
IV?ulls < CIIVP(p)|ls + lp(L, H)||a < C(1+||V(H, L)]|2).

Consequently,
lullzs < C 1+ IV2P(p) 2 + |V (H, L)z + [ 72p]lalldivelo | (4.20)
Substituting (4.19) into (4.17) and (4.18) yields that
d
3920, v2P (o) < O[ IVl + DIV, V2PE)IE + VUL DIE +1]. (a2)

Then the Gronwall’s inequality yields that

T
2 o 7 2 c/ (IVull2, + 1)dt
10720, V2P(o))I3(1) < (1I(V po,vpo>\2+c/0 (IV(H, D)} + 1)t )e o
C,

<
(4.22)
which also implies that
T
sup _([[(o, P(p))llz2 + l| (ot P(p)e) | 1) +/ [ul[fadt < C. (4.23)
te(0,7 0
The proof of Lemma 4.2 is completed. O
Lemma 4.3 It holds that
T
sup [[VpulB(®)+ [ luldt < C. (1.24)
t€[0,T] 0
Proof: The momentum equation (1.1), can be written as
pus + pu - Vu+ VP(p) = Lou = pAu+ V((1 + Ap))divu). (4.25)

Applying 0; to the above equation gives that

pus + pu-Vu +VP(p) = pAus+V((n+ Ap))divuy) — prur — pru- Vu — pug - Vu+ V(A (p)diva).
(4.26)
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Multiplying the equation (4.26) by u; and integrating the resulting equation with respect to x
over T? imply that

1d ) 2 . 2
s [ prulds s [ (Wuf? + (o A divaf?) do
VP(p )t-utdm—/pt|ut|2d$—/pt(u-Vu)-utdx (4.27)
/ p(uy - Vu) - utd:p—i—/v Jedivu) - upde.
Notice that

—/VP(p)t‘utdx :/ (p)rdivuede

(4.28)
/\dlvut\Qdaz + C/ |Pdx < & /\dlvut\Qdaz +C,
- /pt\ut|2dx = /div(pu)|ut\2dx = —2/p(u -Vuy) - uedz
Iz 2 2 2 2 _ M 2 2 (4.29)
<& [1Vuldo+ Clullvalklvauls < [ 1Vulds -+ Cllypul3,
—/pt(u -Vu) - updx = /div(pu)[(u -Vu) - ug|de = —/,ou -V[(u-Vu) - u)dx
< lplloo [z I Vuell2[[Vulle + [[tlloo llv/plloo | v/oull2 (1 VullF + [[u]lool [Vull2) (430)
1 )
<7 / V| *dz + C (|ly/puell3 + | (Vu, V2u)|l5 + (| Vull)
<& [19ufds -+ C(lvpul} +1).
= [ plur- Fu) - wde] < [Vl /Bl (431)
/ V(A(p)divu) - uyde = — / A p)edivudivugda
(4.32)

< Z/‘divuthx—l—CH)\(P)tHi]diqui < Z/‘diVut\zdx—l—C_

Substituting the above estimates into (4.27) and then integrating with respect to ¢ over [0, ]
yield that

t
|v/puell3ct / IVurlZdt < 1/ ol ()13 + © /0 (IVulloo + 1)lly/pudZdt + C. (4.33)

By the compatibility condition (3.2), it holds that

\f
\/ Pul (0) = \/»0 —\/Phug - Vug,
Po

gll3 + g ool |13 Vg3 < €,

thus we have

VP

NE

I/ p§ur (0)[13 < =
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which, together with (4.33) and the Gronwall’s inequality, yields that

T
sup [|lv/puel3() + / |Vurl2dt < C. (4.34)
t€[0,T] 0

By (3.91), for any 1 < p < +o0,

T T
/O Jue2dt < / (ICH, L2 + [l 2 [V 2)dt

T
< [ VU DI+ Ll Vul)ae < c.

Therefore, one can arrive at
T
| hulnar<c.
0

Thus the proof of Lemma 4.3 is completed. O

Lemma 4.4 It holds that

T
sup ||(pt, P(p)e, A(p)e) |1 (t) + / [(pets P(p)ets Mp)ur) I3t < C. (4.35)
te[0,T 0

Proof: From the continuity equation, it holds that p; = —u - Vp — pdivu and py = —us - Vp —
u - Vpr — pedivu — pdivug, and thus

sup [|Vpy[l2(t) < sup [Ilvp\l4llvu\\4+Hulloollv%llﬁIIPHOOHV%HQ} <C. (4.36)
te[0,7) t€[0,T

and

T T
| el < [ (19018 + Ll Vol + o Pl + ol [T F]

T (4.37)
<0 [ (uliy + vt < c.
0
Similarly, we have
g 2
sup [|V(P(p)e, A(p)e)|2(t) +/ (P (p)ie, Alp)u)llzdt < C. (4.38)
te(0,7) 0
Thus the proof of Lemma 4.4 is completed. O
Lemma 4.5 It holds that
sup_[tluel3 + tlulds + o P(o)its X)) I3+ (o, P(0)) v
t€[0,T7] (4.39)

T
+ [ eIVl + ulia ) + lulfy e <
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Proof: Now multiplying the equation (4.26) by wu; and then integrating with respect to = over
T? yield that

1d 1

IVpule) + 5 55 [ (uFul? + o+ Ap)divael?)do = 5. [ AlpyldivusPa

(4.40)
—/ (VPt + prur + pru - Vu + pu - Vug + puy - Vu) - ugdx + /V()\(p)tdivu) ~updz.

Note that

/ V(A(p)idivu) - ugdx = — / A(p)rdivudivuyde

dt
Substituting the above identity into (4.40) yields that

1d : L 3 .
(|/pue|3(t) + oW / <M|Vut|2 + (p + Mp))|diveg|* + )\(p)tdlvudlvut) dx = B / Ap)¢|diva|?dz

(VPt + prug + pru - Vu + pu - Vuy + puy - Vu) U dr + /A(p)ttdivudivutdx.

= A(p)rdivudivude + / (A(p)e|divul® + A(p)pedivudivy, ) dz.

(4.41)
Note that A(p) satisfies the transport equation A(p); = —u - VA(p) — pA'(p)divu, and then it
holds that

|;/)\(p)t|divut|2daz| =|- g/u -V (p)|divug|*dx — g/p)\’(p)divu]divutlzdx]
= \3/)\(p)divutu - V(divuyg)dz + 3/()\(/)) — pXN(p))divu|divu|*dz|

< CMp)ullsoldiveell2 ]V (divae) |2 + ClIX(p) — PN () ool Vulloo | divee 13
< Clldivay||2 ]|V (divae) |2 + Cl[Vul o[l divue 3.

(4.42)
It follows from (4.26) that
Louy = pug + prug + (pu - Vu)y + VP(p)e + V(A(p)divu).
Then the standard elliptic estimates show that
IVurll2 < C :Hﬁl!oollx/ﬁuﬁ!b +lloellalluella + loellallulloo [ Vella + llplloollullal Vel 4
+ lpulloc[Vuellz + [V P(p)ell2 + [[VA(p)ell2]|divello + IIA(p)tII4HV2UII4] (4.43)

< CllVpusllz + lutlla + 1+ [[Vurllz + [|dive]o + HVQUI|4]
< CllVpuillz + llulla + 1+ [[Vurll2 + [|divefo + HVSUII2]~

Substituting (4.43) into (4.42) yields that

3 , 1
IZ/A(ﬂ)tIdWUthHSI < slVpuallz + CIVulloo + DIIVurllz + C (w3 + V3 + [1Vull%)-

(4.44)
At the same time, it holds that

d
—/VP(p)t . uttdx = /P(p)tdivuttdx = % /P(p)tdlvutdx — /P(p)ttdivutdx

/| (4.45)
< & | Plodivuds + [P(p)ul + ldivul3



ug]? d ug|? ug|?
—/ptut-uttdx :/pt(‘;’)tdx: 7 pt’jdx—/ptt@dx, (4.46)
while
2 2
—/ptt‘ugd:v = /div(pu)t’ugdaﬁ = /(pu)t -Vuy - ugdx

< IvAlloollv/Bulallula Furlla + lullocllprllalle 4] Vel
< ClluellalVuela + el Varll2] < ©[luella V2urlls + el Vuell2] - (447)

< Clluglla| /a2 + luells + 1+ [Vuells + |divulloo + [7ulo]
1 .
< 2Ivpually + O el + 1+ IVull3 + divul, + 1V*ul3].

Moreover, it follows that

—/ptu‘Vu'uttdx

d
= 7 ot Vu - ugdx + /pttu -Vu - utd:v/ptut -Vu - wpdx + /ptu - Vuy - updx
il
=~ | pru- V- wida + lpullall o | V]
dt > (4.48)
+ lpelallue 352l + lpellalulloo e e
d
< 2 | o V- wda + Cllpulloluclls + el + 11Vl ur]
d
< —= [ pru- Vu-wde + C|loull3 + lull3 + [ Vurl3]
1
~ [ o Ve vade < |Buslal Vel Vel < gllvpual + CIVald (4.9
1
= [ o Vv |l Vel < gllvul + Clusl, (4.50)

and
. . . 1 .
—/A(p)ttdwudlvwdﬂc < [AP)eell2l Vulloo | divellz < 5 IAP)eell3 + IIVullgolldIVUtH%] (4.51)

Collecting all the above estimates and substituting them into (4.41) yield that

1 d
5”\/5”&”%@) + £G(t)

2 2 2 2 2 (4.52)
< C[H(Ptta P(p)ets Ap)e) I3 + lluelld + IV2ull3 + (| VullZ, + 1) ([ Vel + 1)}

where

2
+ptu-Vu-ut) dzx.

(4.53)

G(t) :/<M|Vut|2—|—(u—l—)\(p))|divut|2—|—)\(p)tdivudivut—P(p)tdivut+pt‘u;
Note that
!//\(P)tdivudivutdw! < ()¢ llal|divulla|[dive|2

7 : 0
< BVl + CINp) B Idival? < £Vl + C,
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- _n
| — /P<P)td1Vutd1’\ < HHVutH% +C||P(p)el3 < gHVUtHQ +C,

\Utfz |2
] ——dx| =| pu ——dz| =] | pu-Vu - updx]

< H\fuerzllfttllooIIVuerz < gIIVUtHz +C,

and

\/ptu -Vu - udz| = |/div(pu)(u -Vu - up)de| = \/pu -V(u-Vu - up)dz|

< Ipullallv/oulloo (IIVull + lullool Vel 2) + [l ol ||ool| Vel |2l Vel
< EIvul+c.
Therefore, it holds that
Ci([Vu|3 = 1) < G(t) < C([[Vue|l5 + 1), (4.54)

for some positive constants C, C].

Now from (6.9), we can arrive at

1 d
5”\/5“&”%(75) + aG(t)

(4.55)
< C[ o> P()its X)) + el 3 + 1172wl + (I V% + D(G(@) +1).

Multiplying the above inequality by ¢ and then integrating the resulting inequality with respect
to t over the interval [7,t;] with 7,¢; € [0,T] give that

/ Hly/Bus|2(6)dt + 61 G (1) < CrG(r +c/ [(1vull + G0 +1)]di -

tl
+C/ 1(pes P(p)es A(p)er) I3 + lluell3 + [[V3ull3 + G(¢ )]dt

It follows from Lemma 4.3 and (4.54) that G(¢t) € L'(0,7). Thus, due to [6], there exists a
subsequence 7 such that

T — 0, G (1) — 0, as k — +oo. (4.57)

Taking 7 = 7 in (4.56), then & — 400 and using the Gronwall’s inequality, one gets that

T
sup [1Vul 0] + [ t]vpualB(eydt < C. (4.58)
te[0,T 0
Note that (4.43) implies that

2 r 2 2
sup [t P M) I30)] + [ eIVPulB(oyde < (4.59)

te[0,7

It follows from (3.91) that
V(L,H)" = Vu; — V(u-Vu).
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Consequently, it holds that

sup [t|V(L, H)"[3(t)] < C, (4.60)
te[0,T
which, together with (3.74), implies that
sup. (12, H)'[3(0)] < € sup [H]9(L, H)[3(0)] < C. (461)
te[0,T] t€[0,T]
Therefore, it follows that
sup [tlu|3(t)] < C sup [t|(L, H)"|[5(t) + tlu- Vul3(t)] < C. (4.62)
te[0,T] te[0,T]
So one can infer further that
T
sup el (0] + [t dt < C. (4:63)
t€[0,T] 0

Applying Oz« 4,k = 1,2, to (1.1), gives
(pxjxk)t +u- V(pszk) + Ugjay, * Vp+ Ug; - Vﬂxk + Uy, vpxj
+ pzja, dive + po (divi)z, + pa, (diVU)xj + p(dive) gz, = 0.

Multiplying the above equation by c_[|V2p|q_2pxjx,c with ¢ > 2 given in Theorem 1.1 and summing
over j,k = 1,2 give that

(IV2p|%)e + div(u[Vp|?) + (g — 1)|Vpl*divu + g V20| T2 py, [uxjxk -Vp
Fg; - Vpg, + Uz - Vpr, + po; (divi) e, + po, (dive),; + p(divu)szk] =0.
Integrating the above equality with respect to o over T? leads to that
d o . 2 2 j1g—1 2 2 3
2 1V7Plg < (g=Dlldivullo [V pllg+CallV=pllg [HWquIIV ull2g I Vulloo [VZpllgF plloo [ V7ullg |-
Thus one can get

d
Z19%lly < C [Vl [V20llg + 1V pllzg 2tz + l1plloolV?ull

, , (4.64)
< C[IVullool V2lly + 1V 2ullwa
where ¢ > 2. Similarly, one can obtain
d
292l < C|IVullo V2Pl + [V 2ullwra . (4.65)

Apply 0., with i = 1,2 to the elliptic system L,u = pu; + pu - Vu + VP(p) to get
Loz, = =V (A(p)z,divu) + pe,us + puz,s + pe;t - Vu + ptig, - Vu+ pu - Vg, + VP(p)y, = V.
Then the standard elliptic regularity estimates imply that
IVullwa < C[I9ullg+ 2,
< C[ U+ (1Vulloo + DIV, V2P) g + [Vl + [uellya] (1.66)
< O[1+ (IVulloe + DT, V2Pl + [l s + el + 9.



33

Thus it follows from (4.64), (4.65) and (4.66) that
d
(V20 V2P|, < C[l + (I Vullse + DIV, V2P)llg + llul s + [fuell 1 + HVUth}- (4.67)

Note that Lemma 2.2 implies that

T T T
| IVl <€ [t ulaode < ¢ s [VilVula) [ ba<c
0 0 t[0,T] 0

Therefore, it follows from (4.67) and the Gronwall’s inequality that

10720, 2P (o)) lla(®) < (1(72p0, V2P (p0)ll

t
t c/ (IVufloo(s) + 1)ds (4.68)
+C [t s+ ol + [Vusl)ds)e o <c
0
which then gives
sup_[|(p, P(p)) w2y < C. (4.69)
t€[0,T]
So the proof of Lemma 4.5 is completed. O
Lemma 4.6 It holds that for any 0 <7 < T,
2 2 2 2 20,112 T 2
up, [ (1v/pueell3() + ¢ [[uel G2 + ¢ [lullFys.0] +/ )| Vug|l3(t)dt < C. (4.70)
te[0,T 0
Proof: Applying 0; to the equation (4.26) gives that
pugt + pu - Vuy — Louy = —Vpy — pu(ue +u - Vu) — 2p(ug + ug - Vu 4+ u - V) (4.71)

—2puy - Vug — pug - Vu + 2V ((A(p))edivue) + V(A(p)udivu).

Multiplying the equation (4.71) by wuy and integrating the resulting equation with respect to =
over T? yield that

1d ' '
2dt/p|utt|2dx+/'u|vutf‘2 + (NJF)‘(P))(leUtt)zdﬂC = /pttdlvuttdz:
/Ptt(ut+u-Vu).uttdxQ/pt(utt +ug - Vu 4 u - V) '“ttde/PUt-Vut~uttdx

— /putt -Vu - updr — 2 / A p)divudivuydr — /)\(p)ttdivudivuttdx.

Multiply the above equality by t? to get that

1d . .
5@(9 /p|utt|2d9:> - t/p|utt|2d:c + tz/u|Vutt|2 + (4 Mp)) (divug ) ?de = t2/Pttdlvuttd:c

—? / pu(ur + u - Vu) - updr — 2t> /pt(utt +ug - Vu+u- V) - ugde — 22 / puy - Vuy - ugydr
7
—? / puy - Vu - ugdr — 2t° / Ap)divudivugde — t2 / Ap)udivudivuydr = Z I;.

=1
(4.72)
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Clearly,
11| < at?||divug |3 + Cut?|| Pyl|3.

Now we estimate Iy, which is a little more delicate due to the absence of estimates for uy. First,
rewrite Iy as

Iy =t /div(pu)t(L,H)t ugdr = —t? /(pu)t V(L H)" - uy|dx
= 2 /put . V[(L, H)"- utt] dx — t? /ptu -Vug - (L, H)'dx — tQ/ptu -V (L, H)" - ugda
= —¢? /put . V[(L, H)"- utt] dx — t? /ptu ~Vug - (L, H)'dx
—tQ/pu . V[u -V(L,H)"- utt}dac = Io1 + oo + I3

where the superscript ¢ means the transpose of the vector (L, H).

Now, direct estimates yields that

[I21] < Ellv/pueell2llv/ollsollutlloo |V (L, H) |2 + [l plloo [ Vuteel |2 e all (L, H)* 14
< O |lv/puullzlluell 2|V (L, H)'||2 + IIthIIﬂIUtIIHlHV(L,H)t||2]

(4.73)
< at?||Vugll§ + Cat? | Ily/pual IV (L, HY'I3 + luell3pe + el 3 IV (2, H)'I1]
< at?||Vuull§ + Ca [l y/pual IV (Ly HYI3 + el + 1V (L, HY3]
where in the last inequality one has used Lemma 4.5.
Similarly, one can obtain
T2z < 2| uae 2l | ptllal| (L, )Y )
< at?|[Vual3 + Cat?|lptl 3ps |V (Ly H)'3 < of?|[Vuse 3+ Cal |V (L, H)' I3
and
[Iaa] < 2| V/prulla | /pullool IVl (E, )z + [Vt 2l 2o |V (L H 2
HlvpuilallVou o (172uell2 + lullool 930z + [ Vulloo | V2ull2)| -

< af?|Vu |3 + Cal V (L, )|}
+C [lly/pun 3 ValZ + 1) + 2923 + 2 ]lul 3 + V(L H) 3],

Continuing, using the lemmas obtained so far, one can get that

13| <t [HJEUHmHVUttHzllﬁutt!h + llpullool[Vusel2([lue - Vallz + [[u - Vug]l2)
Hvoulloollv/pul2(I1V (ur - Va2 + [V (u - VUt)Hz)}
<t [IIWUIIOOIIVuttH2IIWUttHz + lpulloo Va2 ([uellall Vella + ulloo [ Vuell2) - (4.76)
HIvPulloollv/puee 2l 4l VZulla + | Va4l Valla + IIUIIOOIIVQUtllz)]
< at®| Vg3 + Cat? | |v/puse 3 + llue| 3 (IV2ul3 + 1) + HUtquz},
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L] < 11/pusllz]lv/plloo e lall Vuella

2 2 2 2 2 2 2, 112 (4.77)
< CE|lpugellol|uel 1 ([ Vurll2 < C|V/puge |3 + O |lue | 3 [ V7w 2,
|15 < CE|l/pual3]| Vel oo, (4.78)
and

|Is| < t?||divug 2| A(0)¢ ]| al| Varlla < at?||divugl|3 + Cat? ||V ue3, (4.79)
[I7] < 8[| divuge||2|A(0)se |2 Vulloo < at?(|diveg |3 + Cat?(IX(0)s|3]|ul 75 (4.80)
Substituting the above estimates on I; (i = 1,2,---,7) into (4.72) and then integrating the

resulting inequality with respect ¢ over [r,¢;] with 7,¢; € [0,T] give that

t1
BIVpun(t)l3 + [ E1Vunlfde < O+ O pua(r) I (481)
T

Since t,/puy € L?([0,T] x T?) due to Lemma 4.5, there exists a subsequence 75, such that
T — 0, 2|/ pus (1) |3 — 0, as k — +oo. (4.82)

Letting 7 = 7, in (4.81) and k — 400, one gets that
t
EIVpun®l + | IVun(s)]a < C (4.89)
0

By, (4.43), it holds that

sup [E2V2ul3(0)] < C sup [2vpunlBe) + wl3n +Eulfs +1] <O (489)
te[0,T] te[0,T]

Finally, by (4.66), we can obtain

sup [£2||Vul2(t)] < C sup [t2||u\|§13 + 2|2 + 1] <C. (4.85)
te[0,T) t€[0,T)
So the proof of Lemma 4.6 is completed. O

5 The proof of Theorem 1.1

With the uniform-in-6 bounds of the solution (p°,u°) in Lemmas 3.1-3.7 and Lemma 4.1-4.6, one
can prove the convergence of the sequence (p?,u%) to a limit (p,u) satisfying the same bounds
as (p°,u%) as & tends to zero and the limit (p,u) is a unique solution to the original problem
(1.1)-(1.4). The details are omitted for brevity and one can refer to Cho-Kim [7] for the routine
proofs. In the following, we will show that (p,u) satisfy the bounds in Theorem 1.1 and (p,u)
is a classical solution to (1.1). Since u € L%(0,T; H3(T?)) and u; € L?(0,T; H'(T?)), so the
Sobolev’s embedding theorem implies that

u € C([0,T]; H*(T?)) = C([0,T] x T?).

Then it follows from (p, P(p)) € L°(0,T; W24(T?)) and (p, P(p)): € L>®(0,T; H*(T?)) that
(p, P(p)) € C([0, T); WH4(T?)) n C([0, T); W24(T?) — weak). This and (4.68) then imply that

(0, P(p)) € C([0, T); W9(T?)).
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Since for any 7 € (0,7),
(Vu, V2u) € L=(1, T; WH(T?)), (Vg V3uy) € L(r,T; L*(T?)).

Therefore,
(Vu, V2u) € C([r,T] x T?),

Due to the fact that
V(p, P(p)) € C([0,T]; WH(T?)) < C([0,T] x T?)
and the continuity equation (1.1),, it holds that
pi = u-Vp+ pdivu € C([r,T] x T?).
It follows from the momentum equation (1.1), that
(pu)r = Lpu — div(pu @ u) — VP(p)
= pAu+ (u+ Xp))V(divu) + (dive)VA(p) + pu - Vu + pudivu + (u - Vp)u — VP (p)
€ O([r,T] x T?).

Thus we completed the proof of Theorem 1.1.

6 The proof of Theorem 1.2

Based on Theorem 1.1, one can prove Theorem 1.2 easily as follows. Since
po € H?(T?) — W>9(T?)

for any 2 < g < +00, it follows that under the conditions of Theorem 1.2, Theorem 1.1 holds for
any 2 < g < +oo. Thus, we need only to prove the higher order regularity presented in Theorem
1.2.

Lemma 6.1 It holds that

T
sup [IVFVula(6) + 0. PO s ] + [ NulByuct < C.
te[0,T] 0

Proof: Applying 0;,s,, j,k = 1,2, to (4.25) yields that
PUzjayt + PU - Vg oy, + Prjay Ut + Po;let + Py Uajt + Pajo,th - VU + Plg ey, - VU
+pa;Uzy, - VU A pr - Vg, + prytie; - VU A+ pgth - Vg, + pg, - Vg, + pug, - Vg, (6.1)
FVP(p)aja, = 1AU;a, + V(1 + A(p))dive) gz, -

Then multiplying (6.1) by Aug;e, and integrating with respect to 2 over T? imply that
/ [,u|Aumjxk 2+ V((u+ A(p))dive) e, a), - Auxjxk}dm = / (Pugjape + pu - Vuxjxk) AUy, q, dx
—|—/ [pxjxkut + Pz Uzyt + Py Uzt + Pajo U Vu + Pl * Vu + Paj Uy, * Vu + Pa;U - Vg,

+Px) Uz, - Vu+ pgu- V%J. + pug; - Vg, + pug, - V%J. + VP(p)ijk] . Auxﬂkdm.
(6.2)
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Integrations by part several times yield
/ (puxjxkt + pu - Vuxjxk) AUy, dx
Vg 2, |2 Vg 2, |2 2
i=1

2 2
i=1 =1

d |vu$jxk‘2 2 2
- _£ p?dw + {prixjuxkt : uCEiCEj$k + Z pl‘iufﬂkt ' uxixjxjmk

i=1 =1
2 2

- E Pax; U - vuxjxk “Ugizjzy, — g PUg,; - Vu:vj:pk : u:vizvj:pki| dx

i=1 =1
and
[ T4 N i), - Bt
= [ [ M)y P+ (MDD V(iva) + Mphs, Vv, + Mo, V(diva,

+ VA(P) 2z, divu + V() (divie) o, z;, + VA(P)e; (divie) e, + VA(p)z, (divu)gcj) : V(divu)x].wk} dx.

(6.4)

Then substituting (6.3) and (6.4) into (6.2), summing over j, k = 1,2 and using the Cauchy and
Young inequalities and the estimates in Sections 3-4, one has

d
al!\/ﬁVSU\lg +2u)|V2Aul3(t) < C| (JullFs + DIV P(p), VX3 + 1] (6.5)
Next, applying 0,4z, 4,7,k = 1,2, to (1.1); gives

Multiplying (6.6) by puz;, and summing over 4,5,k = 1,2 and then integrating with respect
to = over T?, one gets that

d

ZIV2llz < ClIVplla [IIV,OIIOOIIV3UII2 + V2l V2plla + IVl oV pll2 + !IpllooIIV4UII2}
< C[V70ll2 [HVS’U\Iz +IVulloolV2pll2 + 1plloo | V2 Aull2
< al|V2Aull3 + Callullas + DI Vpl13,

(6.7)
where a > 0 is a constant to be determined.
Similarly, one can obtain
d
@H(V?’P(p)v VNP < allV2Au|3 + Callull s + DIV P(p), VA(P)) 3 (6.8)
Let a = §. It follows from inequalities (6.5), (6.7) and (6.8), that
d
%H(\/ﬁvi”u,v%, V2P (p), VEX)3(1) + | V2 Aul3(1) (6.9)

< C|(lullfs + DIVp, V2P(p), VX)) + 1]-



38

Then integrating (6.9) over [0,¢] and using the Gronwall’s inequality lead to that

T
sup | IVaV2ull2(t) + V(0. Pp). A(0)) 2] + / |V Auf3dt < C.
t€[0,T)

So the proof of Lemma 6.1 is completed. O

Now we prove other higher regularities presented in (1.9) of Theorem 1.2. It follows easily
from (6.9) and (1.7) that for any ¢, € [0, 7],

IVPVull3(ty) = l|VeViull3(t2) — 0, (6.10)

as t1 — to.
Thanks to Theorem 1.1, one has

p € C([0,T); H*(T?)) — C([0,T] x T?). (6.11)
It holds that
oV alBt) ~ 07 ule2)| = | [ #19%uP(tr)dn [ o950, )
<1 [ pltr ) [PV ul(t1,2) — pIVu (t2,2)]dol + | [ IV (b0 p(t1.0) — plta, )]l

< supplt.a) | [ (V%P (tr,) = V(b)) da

[0,T]xT?
+ sup / PVl (t, 2)de sup |p(tr, @) — plta, o)
t€[0,T)] z€T?
<q| / VR (ty, o) dz — / pIV3u(t2, 2)dz| + sup |o(t1,2) = plta, o) |
€T

— 0, as t1 — tg,
(6.12)
where one has used (6.10) and (6.11).

Moreover, due to the facts that pV3u € L>([0,T]; L3(T?)),p € C([0,T); H*>(T?)) and u €
C([0,T); H%(T?)), it follows that pV3u € C([0,T]; H® — w) which means that pV3u is weakly
continuous with values in H3((T?)). This, together with (6.12), leads to

pV3u € C([0, T]; L*(T?)). (6.13)
In a similar way, one can prove that

(0, P(p)) € C([0,T); H(T?)) < C([0,T]; C*(T?)). (6.14)

Moreover, since u € C([0,T]; H(T?)) by Theorem 1.1 and p € C([0,T]; H3(T?)) by (6.14), one
can prove that for any ¢,y € [0,77],

IV2pults, ) = Vpults, )3 = 0, (6.15)
IVoV2u(ty, ) — VpV2ults, )3 — 0, (6.16)

IV2pVu(ty, ) = V2pVu(ts, )3 — 0 (6.17)
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respectively as t; — t2. In fact, to prove (6.17), one has

/\V2qu(t1,:c) — V2pVu(ts, z)|?dx

< /\VQp(tl,a:) —v2p(t2,x)\2\vu(t1,x)12dx+/\vzp(tg,x)ﬁvu@l,x) ~ Vults, z)2dx

< CIV2p(ty, ) = V2p(tz, )3 + [IV2pllRI Vults, ) = Vaultz, )l

< C(IV?p(tr, ) = VEp(ta, )3 + [IV2ults, ) = Vultz, )lI3) — 0,

as t1 — to. Similarly, (6.15) and (6.16) can be proved. In view of (6.13) and (6.15)-(6.17), we
have proved that

pu € C([0,T]; H3(T?)). (6.18)
The proof of Theorem 1.2 is completed.
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