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Abstract. For any semi-flat symplectic Calabi-Yau manifold X0 equipped with a La-
grangian torus fibration p : X0 → B0, we introduce a differential graded Lie algebra (dgLa)
which should govern “quantum” deformations of the symplectic structure on X0. Given two
non-parallel walls (equipped with wall-crossing factors) in the base B0 intersecting transver-
sally as inputs, we solve the Maurer-Cartan equation of the dgLa, and prove that the leading
order terms of the solutions give rise to scattering diagrams, which have played a crucial
role in important works of Fukaya, Kontsevich-Soibelman, and Gross-Siebert on the recon-
struction problem in mirror symmetry. This realizes a key step in Fukaya’s program on the
understanding of quantum corrections in symplectic geometry.
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1. Introduction

The celebrated Strominger-Yau-Zaslow (SYZ) conjecture [15] asserts that mirror symmetry
is a T-duality. This gives a concrete description of the mirror of a Calabi-Yau manifold X
as the fiberwise dual of a (special) Lagrangian torus fibration p : X → B, leading to a
beautiful geometric explanation for mirror symmetry. Strictly speaking, such a construction
can be carried out directly only in the semi-flat case [12]; in general, due to the presence
of singular fibers, non-trivial quantum corrections must be taken into account. The SYZ
proposal suggests that such corrections are governed by holomorphic disks inX with boundary
on the fibers of p. Intuitively, holomorphic disks can be glued to form holomorphic spheres,
thus explaining why mirror symmetry is so powerful in making enumerative predictions.

The precise mechanism of how this works was first depicted by Fukaya in his program [8]
on understanding quantum corrections in symplectic geometry. He described how quantum
corrections arise near the large volume limit given by scaling of a symplectic structure on
X, and put forward a conjecture claiming that holomorphic disks in X with boundary on
fibers of p would collapse to Morse flow trees on the base B emanating from the locus of
singular fibers Bsing ⊂ B. He also argued that after correcting by these data, the complex
structure on the mirror would be extendable over the singular fibers – this is the so-called
reconstruction problem which is a key step in understanding the geometry of mirror symmetry.
Unfortunately, his arguments were only heuristical and the analysis involved to make them
precise seemed intractable.

In [11], Kontsevich and Soibelman got around the analytical difficulty in Fukaya’s approach
by replacing holomorphic disks with tropical data on the base B and considering rigid ana-
lytic manifolds instead of complex manifolds. Starting from a 2-dimensional integral affine
manifold B with 24 singular points of focus-focus type, they constructed a rigid analytic K3
surface by gluing together standard local pieces via automorphisms (or wall-crossing factors)
attached to the tropical lines (or walls) on B. In [10], Gross and Siebert finally succeed-
ed in constructing a degeneration of Calabi-Yau manifolds from an integral affine manifold
with singularities in any dimension. This is one of the most important results in the Gross-
Siebert program (which recasts the SYZ proposal in an algebro-geometric setting) and mirror
symmetry in general.

During all these developments, a key role has been played by scattering diagrams, which
first appeared as certain combinatorial objects arising from consistency conditions for au-
tomorphisms used to glue the local standard pieces when tropical lines collide and interact
[11, 10]. The primary goal of this paper is to explain how scattering phenomena naturally
occur in the study of quantum corrections on the symplectic side, or more precisely, in solving
the Maurer-Cartan equation of the “quantum” deformation dgLa of symplectic structures,
using semi-classical techniques motivated by Witten-Morse theory [16]. As Fukaya [8] has an-
ticipated, holomorphic disks should degenerate to gradient flow lines of certain multi-valued
Morse functions on the base when one goes near the large volume limit, and scattering dia-
grams, regarded as gradient flow trees, would describe how new holomorphic disks are being
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produced by gluing two holomorphic disks with a pair-of-pants. So understanding scattering
phenomena is vital to the study of quantum corrections in symplectic geometry.

Let X be a Calabi-Yau manifold (regarded as a symplectic manifold), equipped with a
Lagrangian torus fibration

(X,ω, J) p
//B,

s{{

which admits a Lagrangian section s, and whose discriminant locus is given by Bsing, where
the affine structure develops singularities. If X degenerates to a large volume limit so that
all singular fibers are pushed towards infinity, we obtain a semi-flat Calabi-Yau manifold
X0 ↪→ X which is a torus bundle over the smooth locus B0 = B \Bsing.

Now classical deformations of the symplectic structure on X0 (0-th Fourier mode), which
are rather trivial, are captured by the dgLa

(Ω∗(B0, TB0),∇, [·, ·])
on B0. In order to recover the symplectic structures of X near the large volume limit, we need
“quantum” deformations of the symplectic structure on X0 (higher Fourier modes). There is
as yet no definition of such deformations, but, in view of the SYZ conjecture, they should be
determined by holomorphic disks in X with boundary on fibers of p and interior intersections
with the singular fibers (at the singular points).

Motivated by Fukaya’s ideas [8], and the relation between Witten-Morse theory and de
Rham theory investigated in [6, 7], we define a differential graded Lie algebra (dgLa) as
follows. First of all, let M be the space of fiberwise geodesic loops of the torus bundle
p : X0 → B0. We consider the complex

LX0 = Ω∗(M, TMC)

equipped with the Witten differential locally defined by

dW = e−fn∇efn ,
where fn is a function on M (or a multi-valued function on B0) which records the loop
n ∈ π1(p−1(x), s0(x)) that may shrink to a singular point in B and hence bound a holomorphic
disk in X. Together with a natural Lie bracket {·, ·} (defined by combining the usual bracket
on TM with a convolution product), the triple

(LX0 , dW , {·, ·})
forms a dgLa (see Proposition 2.13).

In view of the fact that the “0-th mode” of this dgLa is nothing but (Ω∗(B0, TB0),∇, [·, ·])
which captures the classical deformations of the symplectic structure on X0, we believe that
(LX0 , dW , {·, ·}) captures the “quantum” deformations of the symplectic structure on X0.
Another evidence is provided by the fact that the Fourier (or SYZ) transform of this dgLa is
precisely the Kodaira-Spencer dgLa on the mirror side (Proposition 2.15).

The idea that there should be Fourier-type transforms responsible for the interchange
between symplectic-geometric data on one side and complex-geometric data on the mirror
side can be traced back to the original SYZ paper [15], and this has already been applied
successfully to the study of mirror symmetry for toric Fano manifolds [4, 5] and toric Calabi-
Yau manifolds (and orbifolds) [3, 2] etc. Nevertheless, there is no scattering phenomenon
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in those cases. The main result of this paper shows that scattering diagrams naturally
appear which one consider the asymptotic expansions of Maurer-Cartan elements of the dgLa
(LX0 , dW , {·, ·}) which governs quantum symplectic deformations, thereby realizing a key step
in Fukaya’s original program.

We work outside from the singular loci and also restrict ourselves to the 2-dimensional case
(as in Fukaya’s paper), so that we may assume thatB0 = R2. In this case, a scattering diagram
can be viewed schematically as the process of creating new walls from two non-parallel walls
supported on tropical lines in B0 which intersect transversally. The combinatorics of this
process is controlled by the algebra of the tropical vertex group [11, 9]. We will give a brief
review of the definitions and notations in Section 3, following [9].

Suppose that we are given a wall w supported on a tropical line in B0 and equipped with
a wall-crossing factor φ̌, which is an element in the tropical vertex group. From the Witten-
Morse theory developed in [7], the shrinking of a fiberwise loop n towards the singular loci
indicates the presence of a critical point of fn in the singular loci, and the union of gradient
flow lines emanating from the singular loci should be interpreted as a stable submanifold
associated to the critical point. Furthermore, this codimension one stable submanifold should
correspond to a differential 1-form concentrating on w (see [7]).

In view of these, corresponding to the wall (w, φ̌), we write down an ansatz Ξ̆w ∈ L1
X0

for a solution to the Maurer-Cartan equation of the dgLa (LX0 , dW , {·, ·}) over B0 (Section
4.1), and show by semi-classical analysis that it (or, more precisely, the corresponding gauge
transformation) determines the wall-crossing factor φ̌ by letting } → 0 (Proposition 4.20).
The details are contained in Section 4.

The heart of this paper is Sections 5, where we study the case when two non-parallel
walls w1, w2 supported on tropical lines in B0 = R2 intersect transversally. In this case the
sum Ξ̆ := Ξ̆w1 + Ξ̆w2 ∈ L1

X0
does not solve the Maurer-Cartan equation of (LX0 , dW , {·, ·}).

Instead, by fixing the gauge using the homotopy operator in Definition 4.8, a solution Φ can
be obtained by solving equation (5.2), and it is written as a sum over directed trivalent planar

trees as in Definition 5.9 with input Ξ̆.

In general, to an element Ψ ∈ L1
X0

satisfying certain suitable assumptions on its asymptotic
expansion in } (namely, having asymptotic support on an increasing set of subsets of rays
{Ray(N0)}N0∈Z>0 as defined in Definition 5.19), one can associate a scattering diagram D(Ψ).
One of the key observations of this paper is the following theorem which will be proved in
Section 5.3.

Theorem 1.1. If Ψ is any solution to the Maurer-Cartan equation (2.2) having asymptotic
support on {Ray(N0)}N0∈Z>0 as in Definition 5.19, then the associated scattering diagram
D(Ψ) is monodromy free.

We analyze the above Maurer-Cartan element Φ, obtained by summing over trees as in
Definition 5.9, again by semi-classical analysis and a careful estimate on the orders of the
parameter } in its asymptotic expansion. Lemmas 5.10, 5.16 and 5.17 in Section 5.2 together
say that Φ has asymptotic support on some set {Ray(N0)}N0∈Z>0 of subsets of rays; the proofs
of these lemmas, which involve lengthy analysis on the asymptotic expansion of Φ, occupy
the whole Section 5.4. Combining with Theorem 1.1 above, we arrive at the main result of
this paper:
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Theorem 1.2. The Maurer-Cartan element Φ, obtained by summing over trees as in Defini-
tion 5.9, has asymptotic support on some increasing set of subsets of rays {Ray(N0)}N0∈Z>0.
Furthermore, the associated scattering diagram D(Φ) gives the unique (by passing to a min-
imal scattering diagram if necessary) monodromy free extension, determined by Kontsevich-
Soibelman’s Theorem 3.11, of the diagram consisting of two walls w1 and w2.

See Section 5.3 for the details. The moral is that tropicalization should be equivalent to
taking leading order terms of the asymptotic expansion of an analytic structure; in our case,
a scattering diagram is on the one hand the tropicalization of holomorphic disks, and on the
other hand the leading order terms of the asymptotic expansion of a Maurer-Cartan element.
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2. Fourier transform of deformation theories

2.1. General theory of dgLa’s. In this section, we review some basic definitions and prop-
erties of dgLa, and their deformation theory via Maurer-Cartan equations. We follow [13]
and give a brief discussion on the parts we need. We will work over C.

Definition 2.1. A differential graded Lie algebra (dgLa) is a triple (L, d, [·, ·]) where L =⊕
i∈Z L

i is a graded vector space (we denote by ā the degree of a homogeneous element a),
d : L → L is a degree 1 differential satisfying d2 = 0 and [·, ·] : L × L → L is a graded
Lie bracket such that d and [·, ·] are compatible. More precisely, we require the following
conditions to hold:

(1) [·, ·] is homogeneous, i.e. [Li, Lj] ⊂ Li+j.
(2) [·, ·] is graded skewsymmetric, i.e.

[a, b] + (−1)āb̄[b, a] = 0

for any homogeneous elements a and b.
(3) [·, ·] satisfies the graded Jacobi identity, meaning that

[a, [b, c]] + (−1)āb̄+āc̄[b, [c, a]] + (−1)āc̄+b̄c̄[c, [a, b]] = 0

for any homogeneous elements a, b, c.
(4) d(Li) ⊂ Li+1 and

d[a, b] = [da, b] + (−1)ā[a, db]

for any homogeneous element a.
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Definition 2.2. A morphism between two dgLa’s (L, d, [·, ·]) and (M,d, [·, ·]) is a homomor-
phism f : L∗ →M∗ between graded vector spaces such that f ◦d = d◦f and [·, ·] = [f(·), f(·)].
We call f a quasi-isomorphism if it induces an isomorphism on cohomology.

Notations 2.3. We let R = C[[t1, . . . , tk]] denote the ring of formal power series and m =
(t1, . . . tk) denote the maximal ideal generated by the formal variables. We consider only dgLas
over formal power series ring R to avoid convergence issue.

Given an element a in L0⊗C m, we have an isomorphism of L⊗CR (as dgLa over R) given
by

ea =
∑
n≥0

adna
n!

,

where ada(b) = [a, b]. This defines the exponential group

exp(L0 ⊗m) =
{
ea | a ∈ L0 ⊗m

}
,

which acts on L⊗C R naturally.

Remark 2.4. We have an explicit formula for the product ea · eb = ea•b, where the product

(2.1) a • b = a+ b+
1

2
[a, b] + . . .

is defined by the Baker-Campbell-Hausdorff formula.

We can deform a dgLa L formally over R by deforming the differential using an element
ξ ∈ L1 ⊗m. The deformed differential dξ = d + adξ satisfies d2

ξ = 0 if and only if ξ satisfies
the Maurer-Cartan equation

(2.2) dξ +
1

2
[ξ, ξ] = 0.

This suggests the following definition.

Definition 2.5. The Maurer-Cartan elements of L over R is the set

MCL(R) =

{
ξ ∈ L1 ⊗m | dξ +

1

2
[ξ, ξ] = 0

}
.

The set MCL(R) does not give the space of deformations since two deformed differentials
d+ ξ and d+ η may be related by a gauge equivalence given by some ea ∈ exp(L0 ⊗m).

Definition 2.6. We define the gauge action by the formal expansion

ea ∗ ξ =
∑
n≥0

adna
n!

ξ −
∑
n≥0

adna
(n+ 1)!

da

= ξ −
∑
n≥0

adna
(n+ 1)!

(da+ [ξ, a]),

where ξ ∈MCL(R) and ea ∈ exp(L0 ⊗m).
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We see that ea ∗ ξ = ξ if and only if da+ [ξ, a] = 0 because∑
n≥0

adna
(n+ 1)!

=
eada − I
ada

is invertible.

Remark 2.7. We can also derive the gauge action from the adjoint action of a new dgLa
(L′, d′, [·, ·]′) constructed from L by setting

(L′)i =

{
Li for i 6= 1,
L1 ⊕ C〈d〉 for i = 1,

where d is a formal symbol of degree 1. L′ is equipped with the differential given by

d′(a+ vd) = da,

and the Lie bracket given by

[a+ vd, b+ wd]′ = [a, b] + vd(b) + (−1)āwd(a).

There is a natural inclusion ι : L ⊂ L′ given by ι±(x) = x± d. Notice that the image of ι is
stable under the adjoint action and we have the relation

ea ∗ ξ = ι−1(eaι(ξ)) = ea(ξ + d)− d.
Under the identification ι, the Maurer-Cartan equation dξ + 1

2
[ξ, ξ] = 0 is equivalent to the

condition [ι+(ξ), ι−(ξ)]′ = 0.

Definition 2.8. The space of deformations of L over R is defined by

DefL(R) = MCL(R)/ exp(L0 ⊗m).

2.2. Deformations of complex structures. In this section, we review the deformation
theory of complex structures via the Kodaira-Spencer dgLa.

Let X̌0 be a complex manifold. The Kodaira-Spencer complex is defined by

KSX̌0
= Ω0,∗(X̌0, T

1,0

X̌0
),

equipped with the differential ∂̄. The Lie bracket structure is defined in local holomorphic
coordinates z1, . . . , zn ∈ X̌0 by

[φdz̄I , ψdz̄J ] = [φ, ψ]dz̄I ∧ dz̄J ,
where φ, ψ ∈ Γ(T 1,0

X̌0
). This is globally defined and gives a dgLa structure on KSX̌0

.

An element ξ ∈ Ω0,1(X̌0, T
1,0

X̌0
) ⊗m can be used to define a formal deformation of almost

complex structures by letting

T̃ 0,1 = graph(ξ) =
{
u+ uyξ | u ∈ T 0,1

X̌0

}
.

In local holomorphic coordinates z1, . . . , zn on X̌0, T̃ 0,1 is spanned by the frame{
∂

∂z̄j
+
∑
k

ξkj
∂

∂zk

}n

j=1

,

where ξ =
∑

j,k ξ
k
j

∂
∂zk
⊗ dz̄j. An important fact is the following.
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Proposition 2.9. [T̃ 0,1, T̃ 0,1] ⊂ T̃ 0,1, i.e. the almost complex structure defined by ξ is inte-
grable if and only if ξ satisfies the Maurer-Cartan equation ∂̄ξ + 1

2
[ξ, ξ] = 0.

The exponential group KS0
X̌0
⊗m acting on MCKSX̌0

(R) can be regarded as automorphism

of the formal family of complex structures over R, so we make the following definition.

Definition 2.10. The deformations of complex structures of X̌0 over R is defined to be the
space of deformations DefKSX̌0

(R) of the dgLa KSX̌0
.

2.3. A dgLa on the symplectic side. We now turn to deformation theory on the A-
model side. We restrict our attention to the deformation theory of a (non-compact) semi-flat
symplectic manifold (X0, ω+ iβ), which is constructed from an tropical affine manifold B0 as
follows.

We follow the definitions of affine manifolds in [1, Chapter 6]. Let

Aff(Rn) = Rn oGLn(R)

be the group of affine transformation of Rn, which is a map T of the form T (x) = Ax + b
with A ∈ GLn(R) and b ∈ Rn. We are particularly interested in the following subgroup of
affine transformation

AffR(Zn)0 = Rn o SLn(Z).

Definition 2.11. An n-dimensional manifold B is called tropical affine if it admits an atlas
{(Ui, ψi)} of coordinate charts ψi : Ui → Rn such that ψi ◦ ψ−1

j ∈ AffR(Zn)0.

We consider the cotangent bundle T ∗B0, equipped with the canonical symplectic form
ωcan =

∑
i dyi ∧ dxi where xi’s are affine coordinates on B0 and yi’s are coordinates of

the cotangent fibers with respect to the basis dx1, . . . , dxn. There is a lattice subbundle
Λ∗ ≤ T ∗B0 generated by the covectors dx1, . . . , dxn. It is well defined since the transition
functions lie in AffR(Zn). We put

(2.3) X0 = T ∗B0/Λ
∗,

equipped with the symplectic form

ω = }−1
∑
j

dyj ∧ dxj

descended from }−1ωcan. The natural projection map p : X0 → B0 is a Lagrangian torus
fibration. We can further consider B-field enriched symplectic structure ω + iβ by a closed
form β =

∑
i,j β

j
i (x)dyj ∧ dxi.

Now, letM be the space of fiberwise homotopy classes of loops with respect to the fibration
p : X0 → B0, i.e.

M =
⊔
x∈B0

π1(p−1(x)).

There is a natural projection map pr :M→ B0 which is a local diffeomorphism. We will use
TBC

0 to stand for the pullback of TBC
0 toM as well if there is no confusion. We consider the

complex

LX0 = Ω∗(M, TBC
0 ),
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equipped with the Witten differential

dW = ∇− 2πsy(ω + iβ).

Here ∇ is the pullback of the flat connection on TB0, and s([γ]) = γ̇ ∈ T (X0/B0)γ(0) where
γ is the unique affine loop in its homotopy class [γ]. For X, Y ∈ Γ(M, TBC

0 ), we define the
Lie bracket to be

{X, Y }γ =
∑

γ1+γ2=γ
pr(γi)=pr(γ)

(∇Xγ1
Y )γ2 − (∇Yγ2

X)γ1

+ 2π ((ω − iβ)(s(γ2), Xγ1)Yγ2 − (ω − iβ)(s(γ1), Yγ2)Xγ1) ,

at a point γ ∈M. It is then extended naturally to LX0 to give a Lie bracket structure.

Remark 2.12. Both the Witten differential and Lie bracket can be written in a more explicit
form in local coordinates. Let U ⊂ B0 be a contractible open set with local coordinates
x1, . . . , xn, y1, . . . , yn for p−1(U). Then we can parametrize pr−1(U) ∼= U × Zn by (x,m)
where x ∈ U and m = (m1, . . . ,mn) ∈ Zn representing an affine loop in the fiber p−1(x) with
tangent vector

∑
jmj

∂
∂yj

. We denote the copy U × {m} ⊂ pr−1(U) by Um and the section

s, when restricted to the copy Um, by sm =
∑n

j=1mj
∂
∂yj

. Fixing a point x0 ∈ U , we define a

function fm = −2π
∫ x
x0
smy(ω + iβ) satisfying dfm = −2πsmy(ω + iβ).

We have a natural identification Ω∗(Um, TB
C
0 ) ∼= Ω∗(U, TBC

0 ) via the projection pr and the
relation

dW = e−fm∇efm ,

on Ω∗(Um, TB
C
0 ) via the identification. For X ∈ Γ(Uk, TB

C
0 ) and Y ∈ Γ(Ul, TB

C
0 ), we have

{X, Y }m =

{
ef̄k+l [e−f̄kX, e−f̄lY ] for m = k + l,
0 for m 6= k + l

via the identification, where [·, ·] is the usual Lie bracket on Γ(U, TBC
0 ).

Proposition 2.13. (LX0 , dW , {·, ·}) is a dgLa.

Proof. It follows from its definition that {·, ·} is both homogeneous and graded skewsymmet-
ric.

Now given vector fields X, Y, Z ∈ Γ(pr−1(U), TBC
0 ) over a contractible open subset U ⊂ B0,

we have

{{Xk, Yl}, Zm} = ef̄k+l+m [[e−f̄kXk, e
−f̄lYl], e

−f̄mZm]

by the usual one for Lie bracket on Γ(U, TBC
0 ), under the identification in Remark 2.12. The

graded Jacobi identity follows.
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For the compatibility between dW and {·, ·}, we take α ∈ Ω∗(Uk, TB
C
0 ) and ψ ∈ Ω∗(Ul, TB

C
0 ).

By direct computations, we have

dW{α, ψ} =
(
e−fk+l∇efk+l

)
ef̄k+l [e−f̄kα, e−f̄lψ]

= ef̄k+l

(
[∇(e−f̄kα), e−f̄lψ] + (−1)ᾱ[e−f̄kα,∇(e−f̄lψ)]

)
+2Re(dfk+l) ∧ ef̄k+l [e−f̄kα, e−f̄lψ]

= ef̄k+l

(
[e−fk−f̄k∇(efkα), e−f̄lψ] + (−1)ᾱ[e−f̄kα, e−fl−f̄l∇(eflψ)]

)
= ({dWα, ψ}+ (−1)ᾱ{α, dWψ}) .

�

2.4. Fourier transform of dgLa’s. Given a tropical affine manifold B0 together with β,
we have constructed a semi-flat symplectic manifold (X0, ω+ iβ) in Section 2.3. We now con-
sider the tangent bundle TB0, equipped with the complex structure where the local complex
coordinates are given by yj − βjkxk + ix

j

} . Here yj’s are coordinates of the tangent fibers with

respect to the basis ∂
∂x1 , . . . ,

∂
∂xn

, i.e. they are coordinates dual to y′js on TB0 . The condition

that βji (x)dxi being closed, for each j = 1, . . . , n, is equivalent to integrability of the complex
structure.

There is a well defined lattice subbundle Λ ≤ TB0 generated locally by ∂
∂x1 , . . . ,

∂
∂xn

. We
set

X̌0 = TB0/Λ,

equipped with the complex structure J̌ descended from that of TB0, so that the local complex

coordinates can be written as wj = e−2πi(yj−βjkx
k+ix

j

} ). The natural projection map p : X̌0 →
B0 is a torus fibration.

So we have dual torus fibrations:

X0

p

��

X̌0

p̌

��
B0

and the mirror symmetry between the semi-flat pair X0 and X̌0 is a well-understood example
of the SYZ construction [12] (cf. [1, Chapter 6]). The goal of this section is to relate the
dgLa’s KSX̌0

and LX0 via a Fourier transform.

We define the Fourier transform

(2.4) F̂ : Ω0,∗(X̌0, T
1,0X̌0)→ Ω∗(M, TBC

0 ),
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as follows. We consider the fiber product M×B0 X̌0 and the projection maps

M×B0 X̌0

π

��

π̌

��

X0 X̌0.

In a contractible open subset U ⊂ B0 with coordinates as in Remark 2.12, we take the local
holomorphic frame {

∂

∂ logwj
=

i

4π

(
∂

∂yj
− i}(

∑
k

βkj
∂

∂yk
+

∂

∂xj
)

)}n

j=1

of T 1,0

X̌0
. There is a natural identification p̌∗TBC

0
∼= T 1,0X̌0 given explicitly by

∂

∂ logwj
7→ }

4π

∂

∂xj
.

Given any α =
∑

k

∑
j1,...,jm

αkj1,...,jmd log w̄j1 . . . d log w̄jm ⊗ ∂
∂ logwk

, we define

(2.5) F̂(α) = (4π)m}−m
∑
k

∑
j1,...,jm

∫
π

(αkj1,...,jme
2πi(n,y̌))dxj1 . . . dxjm ⊗ (

}
4π

∂

∂xk
),

where y̌ = (y1, . . . , yn) and
∫
π

denote the integration along fibers of π.

Remark 2.14. The zero section of the fibration p : X0 → B0 is a Lagrangian L0, and our
fiberwise loop space M is actually the fiberwise path space M(L0, L0) introduced in [6]. The
Fourier transform defined in [6] gives a transform

(2.6) F̂ : Ω0,∗(X̌0)→ Ω∗(M).

Together with the natural isomorphism T 1,0

X̌0
→ p̌∗TBC

0 which is in fact given by composing

the embedding T 1,0

X̌0
↪→ TX̌C

0 with the projection TX̌C
0 � p̌∗TBC

0 , we get the Fourier transform

introduced in (2.4).

Proposition 2.15. The Fourier transform F̂ : KSX̌0
→ LX0 is an isomorphism of dgLa.

Proof. By properties of Fourier series and direct computations using the local expression (2.4)

for F̂ , it is easy to see that F̂(∂̄) = dW .

We then compare the Lie brackets on both sides. Without loss of generality, we will only
prove this for 0-forms. Given X =

∑
kX

k ∂
∂ logwk

and Y =
∑

l Y
l ∂
∂ logwl

, we have

F̂([X, Y ]) =
∑
k,l

F̂
(
Xk ∂Y l

∂logwk
∂

∂ logwl
− Y l ∂X

k

∂logwl
∂

∂ logwk

)

=
}
4π

∑
k,l

(
F̂(Xk) ∗ F̂(

∂Y l

∂logwk
)
∂

∂xl
− F̂(Y l) ∗ F̂(

∂Xk

∂logwl
)
∂

∂xk

)
.
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Here we have abused notations and used F̂ to stand for both Fourier transforms (2.4) and

(2.6). We use the parametrization U × Zn for pr−1(U) as before. We write X̂k
n ∈ Ω0(Un) for

the component of F̂(Xk) on Un, and similarly for Y l and their differentials. We see that

̂
(
∂Y l

∂logwk
)
n

=
1

2

(
nk − i}

∑
j

βjknj

)
+

}
4π

∂Ŷ l

∂xk

=
}
4π

∂Ŷ l

∂xk
+ 2π(ω − iβ)(sn,

}
4π

∂

∂xk
)

= ∇ }
4π

∂

∂xk
Ŷ l + 2π(ω − iβ)(sn,

}
4π

∂

∂xk
)

= ef̄n∇ }
4π

∂

∂xk
(e−f̄nŶ l).

Therefore we have

F̂([X, Y ])n =
∑

n1+n2=n

∑
k,l

(
X̂k
n1
ef̄n2∇ }

4π
∂

∂xk

(
e−f̄n2 (

}
4π
Ŷ l
n2

∂

∂xl
)

))
−Ŷ l

n2
ef̄n1∇ }

4π
∂

∂xl

(
e−f̄n1 (

}
4π
X̂k
n1

∂

∂xk
)

)
=

{
F̂(X), F̂(Y )

}
n
.

These show that F̂ is a homomorphism of dgLa. To show that it is an isomorphism, we
can define inverse Fourier transform F̂−1 : LX0 → KSX̌0

in a similar fashion and check that

F̂ ◦ F̂−1 = id = F̂−1 ◦ F̂ . Details are left to readers. �

Remark 2.16. Mirror symmetry predicts that deformations of structures on the A- and B-
sides should match with each other. However, the deformation theory of complex structures is
nonlinear while the deformation theory of semi-flat symplectic structures is linear. This sug-
gests that we should look for “quantum” deformations of symplectic structures on the A-side.
The above proposition indicates that our dgLa LX0 is governing such quantum deformations.

For later purposes, we also want to give Kähler structures on X0 and X̌0 by considering a
metric g on B0 of Hessian type:

Definition 2.17. An Riemannian metric g = (gij)i,j on B0 is said to be Hessian type if it

is locally given by g =
∑

i,j
∂2φ

∂xi∂xj
dxi ⊗ dxj in affine coordinates x1, . . . , xn for some convex

function φ.

Assuming first B-field β = 0, a Hessian type metric g on B0 induces a metric on T ∗B0

which also descends to X0. In local coordinates, the metric on X0 is of the form

(2.7) gX0 =
∑
i,j

}−1(gijdx
i ⊗ dxj + gijdyi ⊗ dyj),

where (gij)i,j is the inverse matrix of (gij)i,j. The metric gX0 is compatible with ω and gives
a complex structure J on X0 with complex coordinates represented by a matrix

J =

(
0 g−1

−g 0

)
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with respect to the frame ∂
∂x1 , . . . ,

∂
∂xn

, ∂
∂y1
, . . . , ∂

∂yn
, having dzj = dyj + i

∑n
k=1 gjkdx

k. Then

we have a natural holomorphic volume form which is

Ω = dz1 ∧ · · · ∧ dzn =
n∧
j=1

(dyj + i

n∑
k=1

gjkdx
k).

The Kähler manifold (X0, ω, J) is a Calabi-Yau manifold if and only if the potential φ satisfies
the real Monge-Ampére equation

(2.8) det(
∂2φ

∂xi∂xj
) = const.

In such a case, p : X0 → B0 is a special Lagrangian torus fibration.

On the other hand, there is a Riemannian metric on X̌0 induced from g given by

gX̌0
=
∑
i,j

(}−1gijdx
i ⊗ dxj + }gijdyi ⊗ dyj).

It is compatible with the complex structure and gives a symplectic form

ω̌ = 2i∂∂̄φ =
∑
i,j

gijdy
i ∧ dxj.

Similarly, The potential φ satisfies the real Monge-Ampére equation (2.8) if and only if
(X̌0, ω̌, J̌) is a Calabi-Yau manifold.

In the presence of β, we need further compatibility condition between β and g to obtain a
Kähler structure. On X0, we treat ω + iβ as a complexified Kähler class on X0 and require
that β ∈ Ω1,1(X0) with respect to the complex structure J . This is same as saying

(2.9)
∑
i,j,k

βji gjkdx
i ∧ dxk = 0,

if β =
∑

i,j β
j
i (x)dyj ∧ dxi in local coordinates x1, . . . , xn, y1, . . . , yn.

On X̌0, we treat β as an endomorphism of TB0 represented by a matrix (i, j)-entry is given
by β(x)ji with respect to the frame ∂

∂x1 , . . . ,
∂
∂xn

. The complex structure we introduced before
can be written as

(2.10) J̌β =

(
−}β }I

−}−1(I + }2β2) }β

)
with respect to the frame ∂

∂x1 , . . . ,
∂
∂xn

, ∂
∂y1 , . . . ,

∂
∂yn

. The corresponding holomorphic volume

form is given by

(2.11) Ω̌β =
n∧
j=1

((dyj −
∑
k

βjkdx
k) + i}−1dxj).

The extra assumption (2.9) will be equivalent to the compatibility of J̌β with ω̌. If we treat
(gij) as a square matrix, we have the symplectic structure ω̌ represented by

(2.12) ω̌ =

(
0 −g
g 0

)
.
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The compatibility condition(
−}β }I

−}−1(I + }2β2) }β

)T (
0 −g
g 0

)(
−}β }I

−}−1(I + }2β2) }β

)
=

(
0 −g
g 0

)
in terms of matrices is equivalent to βg = gβ, which is the matrix form of (2.9). The metric
tensor is represented by the matrix

gX̌0
=

(
}−1g(I + }2β2) −}gβ
−}gβ }g

)
,

whose inverse is given by

g−1
X̌0

=

(
}g−1 }βg−1

}βg−1 }−1(I + }2β2)g−1

)
.

If we equip the tangent bundle TBC
0 with the metric 1

2
}−1g, we can define an L2 inner

product 〈〈·, ·〉〉LX0
using the volume form

det(gij)dx
1 . . . dxn.

Equipping KSX̌0
with the standard L2 inner product induced from the Kähler structure on

X̌0, we have the following proposition.

Proposition 2.18. The Fourier transform F̂ : KSX̌0
→ LX0 preserve the L2 inner products

on the two complexes.

3. Scattering diagrams

In the section, we recall the scattering process in dimension 2 described in [9, 11]. We will
adopt the setting and notations from [9] with slight modifications to fit into our context.

3.1. Sheaf of tropical vertex group. We first give the definition of a tropical vertex group,
which is a slight modification of that from [9]. As before, let B0 be a tropical affine manifold,
equipped with a Hessian type metric g and a B-field β.

We first embed the lattice bundle Λ ↪→ p̌∗T
1,0

X̌0
into the sheaf of holomorphic vector fields.

In local coordinates, it is given by

n = (nj) 7→ ∂̌n =
∑
j

nj
∂

∂ logwj
=

i

4π

∑
j

nj

(
∂

∂yj
− i}

(∑
k

βkj
∂

∂yk
+

∂

∂xj

))
.

The embedding is globally defined, and we write T 1,0
B0,Z to stand for its image.

Given a tropical affine manifold B0, we can talk about the sheaf of integral affine functions
on B0.

Definition 3.1. The sheaf of integral affine functions AffZ
B0

is a subsheaf of continuous
functions on B0 such that m ∈ AffZ

B0
(U) if and only if m can be expressed as

m(x) = a1x
1 + · · ·+ anx

n + b,

in small enough local affine coordinates of B0, with ai ∈ Z and b ∈ R.
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On the other hand, we consider the subsheaf of affine holomorphic functions Oaff ↪→ p̌∗OX̌0

defined by an embedding AffZ
B0
↪→ p̌∗OX̌0

:

Definition 3.2. Given m ∈ AffZ
B0

(U), expressed locally as m(x) =
∑

j akx
j + b, we let

wm = e2π b} (w1)a1 . . . (wn)an ∈ OX̌0,q̌
,

where wj = e−2πi[(yj−
∑
k β

j
kx
k)+i}−1xj ]. This gives an embedding

AffZ
B0

(U) ↪→ OX̌0
(p̌−1(U)),

and we denote the image subsheaf by Oaff .

Definition 3.3. We let g = Oaff ⊗Z T
1,0
B0,Z and define a Lie bracket structure [·, ·] on g by the

restricting the usual Lie bracket on p̌∗O(T 1,0

X̌0
) to g.

This is well defined because we have the following fact.

Proposition 3.4. g is closed under the Lie bracket structure of p̌∗O(T 1,0

X̌0
).

Proof. Assuming we are in a small enough local affine chart, we compute the Lie bracket and
obtain

[wm ⊗ ∂̌n, wm
′ ⊗ ∂̌n′ ] = [wm ⊗ (

∑
j

nj
∂

∂ logwj
), wm

′ ⊗ (
∑
k

n′k
∂

∂ logwk
)]

= wm+m′(〈m′, n〉∂̌n′ − 〈m,n′〉∂̌n)

= wm+m′ ∂̌〈m′,n〉n′−〈m,n′〉n.

We see that wm+m′ ∂̌〈m′,n〉n′−〈m,n′〉n is still a local section of g. �

Remark 3.5. There is an exact sequence of sheaves

0→ R→ AffZ
B0
→ Λ∗ → 0,

where R is the local constant sheaf of real numbers. The pairing 〈m,n〉 is the natural pairing
for m ∈ Λ∗x and n ∈ Λx. Given a local section n ∈ Λ(U), we let n⊥ ⊂ AffZ

B0
(U) be the subset

which is perpendicular to n upon descending to Λ∗(U).

Definition 3.6. The subsheaf h ↪→ g consists of sections which lie in the image of the
composition of maps ⊕

n∈Λ(U)

n⊥ ⊗Z (Zn)→ Oaff (U)⊗Z T
1,0
B0,Z(U)→ g(U),

locally in an affine coordinate chart U .

Note that h is a sheaf of Lie subalgebras of g. Given a formal power series ring R =
C[[t1, . . . , tk]], with maximal ideal m = (t1, . . . , tk), we write gR = g⊗C R and hR = h⊗C R.

Definition 3.7. The sheaf of tropical vertex group over R on B0 is defined as the sheaf of
exponential groups exp(h⊗m) which acts as automorphisms on hR and gR.
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3.2. Scattering diagrams in dimension two. Starting from this subsection, we fix once
and for all a rank 2 lattice M ∼= Z · e1 ⊕ Z · e2, and its dual N ∼= Z · ě1 ⊕ Z · ě2. We take the
integral affine manifold B0 to be NR = N ⊗Z R, equipped B0 with coordinates x1ě1 + x2ě2,
the standard metric g = (dx1)2 + (dx2)2 and a B-field β. We also write MR = M ⊗ZR. Then
we have the identifications

X0
∼= B0 × (MR/M), X̌0

∼= B0 × (NR/N).

There is also a natural identificationM∼= B0×M . We will denote the connected component
B0 × {m} by B0,m. We equip M as well as the bundle TBC

0 with the metric 1
2
}−1g from

B0. We also denote the projection to B0 by pr : M → B0. Notice that when we make the
identification pr : B0,m

∼= B0, the metric is deferred by a factor of 1
2
}−1.

As in Remark 2.12, we can fix x0 = 0 ∈ B0,m
∼= B0 and define

fm = −2π

∫ x

0

smy(ω + iβ)

on each B0,m. The gradient vector field ∇Re(fm) on B0,m is independent of }. Notice that
myg gives a vector field on B0 and we have the identification −4πmyg = ∇Re(fm).

Definition 3.8. A wall w is a triple (m, `,Θ) where m lies in M \{0} and ` is a codimension
one closed subset of B0 of the form

` = x0 − R≥0(myg),

or

` = x0 − R(myg)

for some x0 ∈ B0. If ` is a ray, we denote by Init(w) = x0 the initial point of w. With a
primitive n ∈ N \{0} determined by 〈m,n〉 = 0 and the condition that (−myg, n) is positively
oriented, Θ is a section of the tropical vertex group restricting to ` of the form

Θ ∈ Γ
(
`, exp

(
(C[wm] · wm)⊗Z (Z∂̌n)⊗m

)
|`
)
↪→ Γ(`, exp(h⊗m)|`),

That means we can write Θ = exp(φ̌⊗ ∂̌n) for some

φ̌ ∈ (C[wm] · wm)⊗m.

Definition 3.9. A scattering diagram D is a set of walls {(mα, `α,Θα)}α such that there are

only finitely many α’s with φ̌α 6= 0 (mod mk) for every k ∈ Z+, where Θα = exp(φ̌α).

Given a scattering diagram D, we will define the support of D to be

supp(D) =
⋃
w∈D

`w,

and the singular set of D to be

Sing(D) =
⋃
w∈D

∂`w ∪
⋃

w1tw2

`w1 ∩ `w2 ,

where w1 t w2 means their intersection is 0-dimensional.
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3.3. Analytic continuation along paths. Given an embedded path

γ : [0, 1]→ B0 \ Sing(D),

with γ(0), γ(1) /∈ supp(D) and which intersects all the walls in D transversally, we can define
the analytic continuation along γ as in [9] (which was called the path ordered product there).
It is a process of determining an element in the stalk

Θγ(1) =

γ∏
w∈D

Θw ∈ exp(h⊗m)γ(1),

if we prescribe the stalk at γ(0) to be Θγ(0) = I ∈ exp(h⊗m)γ(0) and “analytically continue” it
to γ(1). When γ crosses a wall w, we require a “jumping” phenomenon given by multiplication
by Θw.

More precisely, for each k ∈ Z+, we define Θk
γ(1) ∈ exp(h⊗ (m/mk+1))γ(1) and let

Θγ(1) = lim
k→+∞

Θk
γ(1).

For each k, there is a finite subset Dk ⊂ D consisting of walls w with Θw 6= I (mod mk+1).
We then have a sequence of real numbers

0 = t0 < t1 < t2 < · · · < ts < ts+1 = 1

such that {γ(t1), . . . , γ(ts)} = γ ∩ supp(Dk).

For each 0 < i < s+1, there are walls wi,1, . . .wi,li in Dk such that γ(ti) ∈ `i,j = supp(wi,j).
Notice that we have dim(supp(wi,j)∩supp(wi,l)) = 1 which follows from the assumption that
γ is not hitting Sing(D). We define the element in the stalk exp(h⊗m)γ(ti) by

Θγ(ti) =
k∏
j=1

Θσj
wi,j

,

where

σj =

{
1 if 〈γ′(ti), ni,j〉 > 0,
−1 if 〈γ′(ti), ni,j〉 < 0.

This is well defined without prescribing the order since the elements Θwi,j are commuting
with each other.

For each i, we define inductively a holomorphic section

Θ[ti−1,ti] ∈ Γ
(
[ti−1, ti], γ

−1 exp(h⊗m)|[ti−1,ti]

)
by requiring Θ[0,t1],0 = I and

Θ[ti,ti+1],ti = Θγ(ti) ◦Θ[ti−1,ti],ti .

Finally, we let

Θk
γ(1) = Θ[ts,1],1 (mod mk+1).

Definition 3.10. Two scattering diagrams D and D̃ are said to be equivalent if

Θγ(1),D = Θγ(1),D̃

for any embedded curve γ such that analytic continuation is well defined for both D and D̃.
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Given a scattering diagram D, there is a unique representative from its equivalent class
which is minimal. First, we may remove those walls with trivial automorphism Θ as they
do not contribute to the analytic continuation along paths. Second, if two walls w1 and w2

whose supports and directions coincide, we can simply take the multiplication Θ = Θ1 ◦ Θ2

and define a single wall w. After doing so, we obtain a minimal scattering diagram equivalent
to D. From now on, unless specified otherwise, we will always assume that every scattering
diagram is minimal.

The key combinatorial result concerning scattering diagrams is the following theorem from
[11]; we state it as in [9].

Theorem 3.11 (Kontsevich and Soibelman [11]). Given a scattering diagram D, there exists
a unique minimal scattering diagram S(D) ⊃ D given by adding walls supported on rays so
that

Θγ(1) = I

for any closed loop γ such that analytic continuation along γ is well defined.

A scattering diagram having this property is said to be monodromy free.

In the rest of this paper, we will restrict ourselves to the case where D is a scattering
diagram with walls w1 and w2 whose supports are lines passing through the origin. We have
the following definition of a standard scattering diagram.

Definition 3.12. A scattering diagram D is called standard if

• D consists of two walls {wi = (mi, `i,Θi)}i=1,2 whose supports `i are lines passing
through the origin,
• the dual lattice vectors m1 and m2 are primitive, and
• for i = 1, 2,

φ̌i ∈ (C[wmi ] · wmi)⊗C (C[[ti]] · ti),
i.e. ti is the only formal variable in the series expansion of φ̌i. Here φ̌i is defined by
Θi = exp(φ̌i ⊗ ∂̌ni) as in Definition 3.8.

When considering a standard scattering diagram, we can always restrict ourselves to the
power series ring R = C[[t1, t2]]. S(D) is obtained from D by adding walls supported on rays
starting at the origin. Furthermore, each of the wall added will have its dual lattice vector m
laying in the integral cone Z≥0m1 + Z≥0m2. We will end this section by giving two examples
of standard scattering diagrams from [9].

Example 3.13. We consider D with two walls wi with wall crossing factors φ̌i ⊗ ∂̌ni =
log(1 + ti(w

i)−1) ⊗ ∂̌ni, i = 1, 2, as shown in Figure 1. The scattering diagram S(D) is
obtained by adding one wall w1,1, which is colored in red, to the original diagram D. If we
look at the loop γ which is colored in blue in the figure, the analytic continuation along γ is
given by

Θγ(1),S(D) = e−φ̌1∂̌e2 ◦ eφ̌2∂̌−e1 ◦ eφ̌1,1∂̌−e1+e2 ◦ eφ̌1∂̌e2 ◦ e−φ̌2∂̌−e1 ,

which is equal to the identity.



SCATTERING IN SYMPLECTIC GEOMETRY 19

Figure 1.

Example 3.14. In this example, we consider the diagram D with two walls wi with the same
support as above, but different wall crossing factors φ̌i ⊗ ∂̌ni = log(1 + ti(w

i)−1)−2 ⊗ ∂̌ni (see
Figure 2). The diagram S(D) then has infinitely many walls. We have

Figure 2.

S(D) \D =
⋃

k∈Z>0

wk,k+1

⋃
k∈Z>0

wk+1,k ∪ {w1,1},

where the wall wk,k+1 has dual lattice vector (k, k + 1) ∈M supported on a ray of slope k+1
k

.

The wall crossing factor φ̌k,k+1 is given by

φ̌k,k+1 = 2 log(1 + tk1t
k+1
2 (w1)−k(w2)−(k+1)),
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and similarly for φ̌k+1,k. The wall crossing factor associated to w1,1 is given by

φ̌1,1 = −4 log(1− t1t2(w1w2)−1).

Interesting relations between these wall crossing factors and relative Gromov-Witten in-
variants of certain weighted projective planes were established in [9]. Indeed it is expected
that these automorphisms come from counting holomorphic disks on the mirror A-side, which
was conjectured by Fukaya [8] to be closely related to Witten-Morse theory. In the rest of
this paper, we will show how this can be made precise and proved.

4. Single wall diagrams as deformations

In this section, we simply take the ring R = C[[t]] and consider a scattering diagram
with only one wall w = (−m, `,Θ) where ` is a line passing through the origin. Writing
Θ = exp(φ̌⊗ ∂̌n), we let

(4.1) φ̌ =
∞∑
j=1

∞∑
k=1

ajkw
−kmtj,

where ajk 6= 0 only for finitely many k’s for each fixed j. The line ` divides the base B0 = R2

into two half planes H+ and H−, with ∂±n ∈ H±. We are going to interpret φ̌⊗ ∂̌n as a step
function like (distributional) section ϕ̌0 ∈ Ω0,0(X̌0 \ p̌−1`, T 1,0

X̌0
)[[t]] of the form

ϕ̌0 =

{
φ̌⊗ ∂̌n on H+,
0 on H−,

and write down an ansatz eϕ̌ ∗ 0 = Ξ̆ = Ξ̆} ∈ Ω0,1(X̌0, T
1,0) (we will often drop the }

dependence in our notations) which represents a smoothing of eϕ̌0 ∗ 0 (which is not well
defined itself), and show that the leading order expansion of ϕ̌ is precisely ϕ̌0 as }→ 0.

4.1. Ansatz corresponding to a wall. Suppose that we have a wall w = (−m, `,Θ) as

above, we are going to use the Fourier transform F̂ : KSX̌0
→ LX0 defined in Section 2.4 to

obtain Ξ̆ ∈ Ω1(M, TC
B0

)[[t]], and perform all the computations on LX0 . Via the identification

T 1,0

X̌0
→ p̌∗TBC

0 given in Section 2.4, we use the notation ∂n to stand for the vector }
4π

∑
j nj

∂
∂xj

.

As in Section 3.2, we writeM =
∐

m∈M B0,m and define the Morse function fm on each B0,m.

Definition 4.1. Fixing −m ∈ M , we use orthonormal coordinates u1ẽ1 + u2ẽ2 for B0 with
the properties that ẽ1 is parallel to myg and ẽ2 is parallel to n, where n ∈ N is the unique
primitive element such that 〈m,n〉 = 0 and {myg, n} is positively oriented.

We consider a function of the form

(4.2) δ−m = δ−m,} =

(
λ

}π

) 1
2

e−
λ(u2)2

} du2,

for some λ ∈ R+, having the property that
∫
u1=c

δ−m ≡ 1 for all c; this gives a smoothing of
the delta function of `. We fix a cut off function χ = χ(u2) satisfying χ ≡ 1 on ` and which

has compact support in U−m = {−ε ≤ u2 ≤ ε} near `. Then we can also use δ̃−m = χδ−m,
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which is supported near `, as our smoothing of a delta function. The following Figure 3
illustrates the situation.

Figure 3.

Remark 4.2. This is motivated by Witten-Morse theory where we regard the lines ` as stable
submanifolds corresponding to the Morse function Re(f−km) (k ∈ Z+) on B0,−km from a
critical point of index 1 at infinity, and

e−f−kmδ−m

as the eigenform associated to that critical point. Adopting the notations from [7], we may

write g−m = λ(u2)2 and δ−m = e−
g−m

} µ−m where µ−m = ( λ
}π )

1
2du2.

Definition 4.3. Given a dual lattice vector m ∈ M , we let wm = F̂(wm) ∈ Ω0(M, TBC
0 ) be

defined by

(4.3) wm =

{
e−fm on B0,m,
0 otherwise.

It follows from the definition of the Fourier transform that

F̂(wm ⊗ ∂̌n) = wm ⊗ ∂n

for any n ∈ N .

Treating Ω∗(M, TBC
0 ) as a module over Ω∗(B0), we can multiple w−m by δ−m to make it

concentrated along ` to define delta function liked element Ξ̆.

Definition 4.4. Given a wall w = (m, `,Θ) with φ̌ given as in (4.1), we let

(4.4) Ξ̆ = −
∑
j,k≥1

ajkδ̃−m(w−km ⊗ ∂n)tj

be the ansatz corresponding to the wall crossing factor φ̌.
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Proposition 4.5.

dW Ξ̆ +
1

2

{
Ξ̆, Ξ̆

}
= 0,

i.e. Ξ̆ satisfies the Maurer-Cartan (MC) equation of the dgLa LX0.

Proof. Indeed we are going to show that both terms dW Ξ̆ and 1
2

{
Ξ̆, Ξ̆

}
vanish.

We first show that dW (δ̃−mw
−km∂n) = 0. Since dW = e−f−km∇ef−km , this is equivalent to

showing that d(δ̃−m) = 0, but this is clear from the construction.

Next we show that
{
δ̃−mw

−k1m∂n, δ̃−mw
−k2m∂n

}
= 0 for any k1, k2. This is simply due to

the fact that µ−m is a covariant constant form (with respect to the affine connection) and
hence{

δ̃−mw
−k1m∂n, δ̃−mw

−k2m∂n

}
= µ−m ∧ µ−m

{
χe−

g−m
} w−k1m∂n, χe

− g−m} w−k2m∂n

}
= 0.

�

Taking the inverse Fourier transform F , we see that F(Ξ̆) is a Maurer-Cartan element
in the Kodaira-Spencer dgLa KSX̌0

. Since X̌0
∼= (C∗)2 has no non-trivial deformations,

the element F(Ξ̆) must be gauge equivalent to 0. The same holds for Ξ̆ since the Fourier
transform gives an isomorphism of dgLa’s.

4.2. Relation with the wall crossing factor φ̌. We are going to write down a specific
solution to the equation

(4.5) eϕ ∗ 0 = −
(
eadϕ − I
adϕ

)
dWϕ = Ξ̆,

for ϕ ∈ Ω0(M, TBC
0 ). We use the coordinates u1, u2 on B0 corresponding to the wall w

described above and define a homotopy retract of Ω∗(M, TBC
0 ) to its cohomology. Since

TBC
0 is a trivial flat bundle, it is enough to define a homotopy for Ω∗(M). Due to the

fact the M =
∐
m∈Z2

B0,m, it is sufficient to define a homotopy for Ω∗(B0), retracting to its

cohomology H∗(B0) = C which is generated by constant functions on B0.

Definition 4.6. Fixing a point (u1
0, u

2
0) ∈ B0 with u1

0, u
2
0 << 0 and letting

%(u1,u2)(t) =

{
(u1

0, 2tu
2 + (1− 2t)u2

0) if t ∈ [0, 1
2
],

((2t− 1)u1 + (2− 2t)u1
0, u

2) if t ∈ [1
2
, 1]

for any (u1, u2) ∈ B0 as shown in Figure 4, we define H̃ : Ω∗(B0)→ Ω∗(B0)[−1] by

(H̃α)(u1, u2) =

{ ∫
%(u1,u2)

α for α ∈ Ω1(B0),∫ u1

u1
0

(
ι ∂
∂u1
α(s, u2)

)
ds for α ∈ Ω2(B0).

We also let P̃ : Ω∗(B0)→ H∗(B0) be the evaluation at the point (u1
0, u

2
0) and ι̃ : H∗(B0)→

Ω∗(B0) be the embedding of constant functions on B0.
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Figure 4.

Proposition 4.7. H̃ is a homotopy retract of Ω∗(B0) onto its cohomology, i.e. we have

I − ι̃P̃ = dH̃ + H̃d.

Definition 4.8. We fix a base point qm,0 ∈ Bm,0 on each connected component B0,m. We
choose orthonormal coordinates (u1, u2) on B0,m

∼= B0 according to the lattice m ∈ M and

we let (u1
0, u

2
0) = qm,0. We define the homotopy Hm = e−fmH̃efm : Ω∗(B0,m)→ Ω∗(B0,m)[−1],

projection Pm = P̃ efm : Ω∗(B0,m) → H∗(B0,m) and the inclusion ιm = e−fm ι̃, where H̃, P̃
and ι̃ are defined as in the above Definition 4.6 using the coordinates (u1, u2). They satisfy

I − ιm ◦ Pm = dWHm +HmdW

on Ω∗(B0,m).

The homotopy and projection are extended to Ω∗(M, TBC
0 ) by applying Hm and Pm on each

component of M, and they are denoted by H and P respectively.

Remark 4.9. We should impose a rapid decay assumption on Ω∗(M, TBC
0 ): for α ∈ Ω∗(M, TBC

0 ),
we should have suppr(γ)∈K |γ̇|k|α(γ)| → 0 as |γ̇| → ∞ for all k ∈ Z≥0 and compact K ⊂ B0.

Therefore H∗(M, TBC
0 ) refers to those locally constant functions (i.e. constant on each con-

nected component) satisfying the rapid decay assumption. Obviously the operators H, P and
ι preserve this decay condition.

We will fix qm,0 to be the same point upon projecting to B0 with u2
0 << 0 such that the line

{u2 = u2
0} is far away from the support of χ. We impose the gauge fixing condition Pϕ = 0,

or equivalently,

ϕ = HdWϕ

to solve the equation (4.5) order by order. This is possible because of the following lemma.

Lemma 4.10. Among solutions of eϕ ∗ 0 = Ξ̆, there exists a unique one satisfying Pϕ = 0

Proof. Notice that for any σ = σ1 + σ2 + · · · ∈ Ω∗(M, TBC
0 )[[t]] · (t) with dσ = 0, we have

eσ ∗ 0 = 0, and hence eϕ•σ ∗ 0 = Ξ̆ is still a solution for the same equation. With ϕ • σ given
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by the Baker-Campbell-Hausdorff formula as

ϕ • σ = ϕ+ σ +
1

2
{ϕ, σ}+ . . . ,

we solve the equation P (ϕ • σ) = 0 order by order under the assumption that dσ = 0. �

Under the gauge fixing condition Pϕ = 0, we see that the unique solution to Equation
(4.5) can be found iteratively using the homotopy H. Writing ϕ = ϕ1 + ϕ2 + . . . , the first

equation to solve is −dϕ1 = Ξ̆1, which can be solved by taking

ϕ1 = −HΞ̆.

The second equation is given by −dWϕ2 − 1
2
{ϕ1, dWϕ1} = Ξ̆2, and we can use

ϕ2 = H(−Ξ̆2 +
1

2
{ϕ1, Ξ̆1})

to solve it. Suppose we have ϕs = ϕ1 + ϕ2 + · · ·+ ϕs solving the equation

−
(
eadϕs − I
adϕs

)
dWϕ

s = −
∑
k≥0

adkϕs

(k + 1)!
dWϕ

s = Ξ̆ (mod ts+1),

we would like to find ϕs+1 such that ϕs+1 = ϕ1+· · ·+ϕs+1 solves the equation (4.5) (mod ts+2).
We set

(4.6) ϕs+1 = −H

(
Ξ̆ +

∑
k≥0

adkϕs

(k + 1)!
dWϕ

s

)
s+1

,

where the subscript means the ts+1 coefficient in right-hand-side of the above equation.

Remark 4.11. Notice that

dW

(
Ξ̆ +

∑
k≥0

adkϕs

(k + 1)!
dWϕ

s

)
s+1

= 0

and hence the operator H defined by integration along paths is independent of the paths chosen
upon applying to these terms.

Remark 4.12. We also observe that ϕs’s vanish on the components B0,m′ for those m′ 6=
−km. Furthermore, we can see that dWϕs’s vanish outside the set pr−1(supp(χ)) inductively.

We are going to analyze the behavior of ϕ as }→ 0, showing that F̂(ϕ) has an asymptotic
expansion whose leading order term is exactly given by ϕ0 on X̌0 \ p̌−1(`).

4.2.1. Semi-classical analysis for ϕ. We will abbreviate δ−m and δ̃−m simply as δ and δ̃ in
this subsection if there is no confusion. As we mentioned in Remark 4.11, the operator H̃,
when applying on closed 1-forms, can be replaced by the operator Ĥ given by

(4.7) (Ĥα)(u1, u2) =

{ ∫
%̂(u1,u2)

α for α ∈ Ω1(B0),∫ u2

u2
0

(
ι ∂
∂u2
α(u1, s)

)
ds for α ∈ Ω2(B0),
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where %̂(u1,u2) is the path given by

%̂(u1,u2)(t) =

{
((1− 2t)u1

0 + 2tu1, u2
0) if t ∈ [0, 1

2
],

(u1, (2t− 1)u2 + (2− 2t)u2
0) if t ∈ [1

2
, 1].

We can express ϕ1 explicitly as

ϕ1 =
∑
k

a1k

(∫ u2

−c
ι ∂
∂u2

(δ̃)

)
w−km∂n.

Since we have

Ĥ(δ̃) =

∫ u2

−c
ι ∂
∂u2

(δ̃) =

∫ u2

−c
(
λ

}π
)

1
2 (χe−

g
} ) =

{
1 +Oloc(}) on H+,
Oloc(}) on H−,

we see that F̂(ϕ1) have the desired asymptotic expansion with leading term given by ϕ0,1,
the coefficient of t1 in ϕ0.

Notations 4.13. We say a function f on an open subset U ⊂ B0 belongs to Oloc(}l) if it is
bounded by CK}l for some constant (independent of }) CK on every compact subset K ⊂ U .

Next we consider the second term ϕ2. Notice that
{
w−k1m∂n,w

−k2m∂n
}

= 0 for all positive
k1, k2. Therefore we have

(4.8)
{
ϕ1, Ξ̆1

}
= −

∑
k1,k2

a1k1a1k2 [(Ĥδ̃)(∇∂n δ̃)− δ̃(∇∂n(Ĥδ̃))]w−(k1+k2)m∂n.

We investigate terms by terms the order in }. First, notice that |Ĥδ̃| ≤ 2 while

|Ĥ(Ĥ(δ̃)∇∂n δ̃)| =
}|n|
4π

∣∣ ∫ u2

−c
(Ĥδ̃)ι ∂

∂u2
∇ ∂

∂u2
(δ̃)
∣∣

≤ C}1/2
∣∣ ∫ u2

−c
(∇ ∂

∂u2
e−

g
} )
∣∣

≤ C}1/2.

This follows from the fact that ∇g−m vanishes along ` up to first order, which gives an extra
order }1/2 of vanishing upon integrating against e−

g
} . Similar, we can show that

|Ĥ
(
δ̃(∇∂n(Ĥδ̃))

)
| ≤ C}1/2.

Therefore we have

ϕ2 =
∑
k

a2k(Ĥδ̃)w
−km∂n +

∑
k1,k2

a1k1a1k2Oloc(}1/2)w−(k1+k2)m∂n

=

{ ∑
k a2kw

−km∂n +
⊕

k≥1Oloc(}1/2)w−km∂n on pr−1(H+),⊕
k≥1Oloc(}1/2)w−km∂n on pr−1(H−).

Here the notation
⊕

k≥1Oloc(}1/2)w−km∂n stands for a finite sum of terms of the form

φw−km∂n with φ ∈ Oloc(}1/2) on the corresponding open subsets. We are going to argue
that this also holds true for general ϕs. To study the order of } in derivatives of the function
e−

g
} , we need the stationary phase approximation.
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Lemma 4.14. Let U ⊂ Rn be an open neighborhood of 0 with coordinates x1, . . . , xn. Let
ϕ : U → R≥0 be a Morse function with unique minimum ϕ(0) = 0 in U . Let x̃1, . . . , x̃n be a
set of Morse coordinates near 0 such that

ϕ(x) =
1

2
(x̃2

1 + · · ·+ x̃2
n).

For every compact subset K ⊂ U , there exists a constant C = CK,N such that for every
u ∈ C∞(U) with supp(u) ⊂ K, we have

|(
∫
K

e−ϕ(x)/}u)− (2π})n/2
(N−1∑
k=0

}k

2kk!
∆̃k(

u

=
)(0)

)
|

≤ C}n/2+N
∑

|α|≤2N+n+1

sup |∂αu|,(4.9)

where

∆̃ =
∑ ∂2

∂x̃2
j

, = = ± det(
dx̃

dx
),

and =(0) = (det∇2ϕ(0))1/2.

In particular, if u vanishes at 0 up to order L, then we can take N = dL/2e and get

|
∫
K

e−ϕ(x)/}u| ≤ C}n/2+dL/2e.

Lemma 4.15. We have the norm estimate(∫
u1=a

|∇j(e−
g
} )|2k

) 1

2k

≤ Cj,k}−
j
2

+ 1

2k+1

for any j, k ∈ Z≥0 and arbitrary a ∈ R.

Proof. First we notice that ∇j(e−g/}) consists of terms of the form

}−N
(

N∏
i=1

(∇sig)

)
e−g/},

where
∑

i si = j. We see that

∇l

(
N∏
i=1

(∇sig)

)
|{u2=0} ≡ 0,

for l ≤
∑N

i=1 max(0, 2 − si) =: L. We observe that the terms with the lowest } power are

either of the form }−b
j+1

2
c∏b j+1

2
c

i=1 (∇sig)e−g/} having si ≤ 2, or of the form }−j
∏j

i=1(∇sig)e−g/}

having si = 1. In both cases, applying the stationary phase approximation in Lemma 4.14,
we obtain (∫

u1=a

|∇j(e−g/})|2k
) 1

2k

≤ Cj,k}−
j
2

+ 1

2k+1 ,

for arbitrary a. �
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Motivated by the above lemma, we consider a filtration

· · · ⊂ F−s ⊂ . . . F−1 ⊂ F 0 ⊂ F 1 ⊂ F 2 ⊂ · · · ⊂ F s ⊂ · · · ⊂ C∞(B0)

of the space of smooth functions on B0 and derive some properties of these functions. Fixing
a real number u2

0, we have the following definition.

Definition 4.16. A smooth function φ is in F s if for any compact subset K ⊂ B0, real
number a ∈ R and any j, k ∈ Z+, we have φ = 0 on R× (u2

0 − ε, u2
0 + ε) and

‖∇jφ‖
L2k (Ka)

≤ Cj,k,K}−
j+s

2
+ 1

2k+1 ,

where Ka = K ∩ {u1 = a}.

So Lemma 4.15 says that e−g/} ∈ F 0.

Proposition 4.17. We have ∇F s ⊂ F s+1 and F s ·F r ⊂ F r+s, where · denotes multiplication
of functions.

Proof. The first property is trivial. For the relation F s · F r ⊂ F r+s, we fix j ∈ Z+ and a
compact subset K. For φ ∈ F r and ψ ∈ F s, we first observe that

∇j(φψ) =
∑
k+l=j

(∇kφ)⊗ (∇lψ).

Then the Hölder inequality implies that

‖(∇kφ)⊗ (∇lψ)‖
L2k (Ka)

≤ C‖∇kφ‖
L2k+1 (Ka)

‖∇lψ‖
L2k+1 (Ka)

≤ C}−
k+s

2
+ 1

2k+2 · }−
l+r
2

+ 1

2k+2

≤ C}−
j+r+s

2
+ 1

2k+1

and the result follows. �

It is straightforward to extend the definition of F •(Ω∗(B0)) to differential forms Ω∗(B0)
and differential forms with values in TBC

0 . Notice that we work on the base B0 and use the
metric g = (dx1)2 + (dx2)2 which is independent of } in defining these filtrations.

Lemma 4.18. Given constant vector fields v1, v2 ∈ Γ(B0, TB
C
0 ), φ ∈ F s(Ω1(B0)) and ψ ∈

F r(Ω1(B0)), we have

[(Ĥφ)⊗ v1, ψ ⊗ v2] ∈ F r+s(Ω1(B0, TB
C
0 )),

where [·, ·] is the Lie bracket structure on Ω∗(B0, TB
C
0 ).

Proof. First of all, we have

[(Ĥφ)⊗ v1, ψ ⊗ v2] = (Ĥφ)(∇v1ψ)⊗ v2 − ψ∇v2(Ĥφ)⊗ v1,

so we may consider the functions (Ĥφ)(∇v1ψ) and ψ∇v2(Ĥφ) separately. Fixing k, l ∈ Z+

such that k + l = j, we consider terms of the form

∇k
∂
∂u1

(Ĥφ)∇l
∂
∂u

(∇v1ψ),

or terms of the form
∇k

∂
∂u

(∇ ∂
∂u2
Ĥφ)∇l

∂
∂u

(∇v1ψ),
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with k ≥ 1, where ∂
∂u

can either be ∂
∂u1 or ∂

∂u2 . Since we have ∇ ∂
∂u2
Ĥφ = φ so the second case

follows from the previous Lemma 4.15. For the first case, we have ∇k
∂
∂u1

(Ĥφ) = Ĥ(∇k
∂
∂u1
φ)

and hence(∫
Ka

|Ĥ(∇k
∂
∂u1
φ)∇l

∂
∂u

(∇v1ψ)|2t
) 1

2t

≤ ‖Ĥ(∇k
∂
∂u1
φ)‖L∞(Ka)

(∫
Ka

|∇l
∂
∂u

(∇v1ψ)|2t
) 1

2t

≤ C}−
k+s

2
+ 1

2}−
l+r+1

2
+ 1

2t+1

≤ C}−
j+s+r

2
+ 1

2t+1 .

The argument for the term ψ∇v2(Ĥφ) is similar. �

Now we go back to the semi-classical analysis of ϕ. We will inductively show that the term

H

(∑
k≥0

adkϕs

(k + 1)!
dWϕ

s

)
s+1

,

does not contribute to the leading } order term in the definition of ϕs+1 given by Equation
(4.6).

Lemma 4.19. For k > 0, we have

adkϕs(dWϕ
s) ∈

⊕
j,l≥1

F 0(Ω1(B0)) · (w−lm∂n)tj

for all s. Here
⊕

j,l≥1 F
0(Ω1(B0)) · (w−lm∂n)tj is a finite sum of terms defined by viewing

Ω∗(M, TBC
0 ) as a module over Ω∗(B0) .

Proof. We proof the above statement by induction on s. The first case is when s = 1, which
concerns the term adkϕ1

(dWϕ1) = −adkϕ1
(Ξ̆1). From the equation (4.8), the case for k = 1 is

equivalent to

(Ĥδ̃)(∇∂n δ̃)− δ̃(∇∂n(Ĥδ̃)) ∈ F 0(Ω1(B0)).

Notice that we have

}|n|
4π

[Ĥδ̃ ⊗ ∂

∂u2
, δ̃ ⊗ ∂

∂u2
] = (Ĥδ̃)(∇∂n δ̃)− δ̃(∇∂n(Ĥδ̃)),

where [·, ·] is the Lie bracket for B0. Therefore the case k = 1 follows from Lemma 4.18 and

the fact that δ̃ ∈ F 1(Ω1(B0)). For k ≥ 2, we can apply Lemma 4.18 and an induction on k.

Assuming it is true for all l ≤ s, we first notice that

dWϕs+1 = −

(
Ξ̆ +

∑
k≥0

adkϕs

(k + 1)!
dWϕ

s

)
s+1

∈
⊕
j,l≥1

F 1(Ω1(B0)) · (w−lm∂n)tj.

Therefore we have

ϕs+1 ∈
⊕
j,l≥1

Ĥ
(
F 1(Ω1(B0))

)
· (w−lm∂n)tj.

Applying Lemma 4.18 again, we obtain the desired result. �
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From Lemma 4.19, we see that

(4.10) ϕs = −ĤΞ̆s +
⊕
l≥1

Ĥ
(
F 0(Ω1(B0))

)
· (w−lm∂n)

for all s. For φ ∈ F 0(Ω1(B0)), we have ‖Ĥ(φ)‖L∞(K) ≤ } 1
2 for an arbitrary compact subset

K ⊂ B0. Therefore only the term−ĤΞ̆s contributes to the leading order in }. As a conclusion,
we have the following proposition.

Proposition 4.20. For ϕ = ϕ1 + ϕ2 + . . . defined by the equation (4.6), we have

ϕs =

{ ∑
k askw

−km∂n +
⊕

k≥1Oloc(}1/2)w−km∂n on pr−1(H+),⊕
k≥1Oloc(}1/2)w−km∂n on pr−1(H−),

or equivalently

F̂(ϕ) = ϕ̌0 +
⊕
k,j≥1

Oloc(}1/2)(w−km∂̌n)tj,

on X̌0 \ p̌−1(`).

5. Maurer-Cartan solutions and scattering

In this section, we are going to interpret the scattering process, which produces the mon-
odromy free diagram S(D) from a standard scattering diagram D consisting of two non-
parallel walls in the affine manifold B0 = R2, as solving a Maurer-Cartan (MC) equation.
This is done by considering the MC equation in the Kodaira-Spencer dgLa KSX̌0

, or equiva-

lently the mirror dgLa LX0 , and then letting X̌0 degenerate to its large complex structure limit
by sending the parameter }→ 0 to obtain a semi-classical approximation for the solution.

5.1. Solving Maurer-Cartan equations in general. Since we are concerned with solving
the Maurer-Cartan equation (2.2) for a dgLa (L, d, [·, ·]) over the formal power series ring
R, we can solve the non-linear equation by solving linear equations inductively. We use
Kuranishi’s method which solves the MC equation with the help of a homotopy retracting L∗

to its cohomology H∗(L) that acts as gauge fixing; see e.g. [14].

Suppose we are given initial data

Ξ̆ = Ξ̆1 + Ξ̆2 + . . .

satisfying dΞ̆ = 0, where Ξ̆k ∈ L2 ⊗ (mk/mk+1) is homogeneous of degree k. We attempt to
find

Ξ = Ξ2 + Ξ3 + . . .

such that
Φ = Φ1 + Φ2 + . . . ,

defined by Φk = Ξ̆k + Ξk ∈ L2 ⊗ (mk/mk+1), is a solution of the MC equation (2.2), i.e.

dΦ +
1

2
[Φ,Φ] = 0.

This equation can be solved inductively. The first equation

dΦ +
1

2
[Φ,Φ] = 0 (mod m2)⇐⇒ dΞ̆1 = 0
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is automatic. Writing Φk = Φ1 + Φ2 + · · ·+ Φk and suppose it satisfies

dΦk +
1

2
[Φk,Φk] = 0 (mod mk+1),

we let

dΦk +
1

2
[Φk,Φk] = Ok+1 (mod mk+2).

Solving the MC equation for degree k + 1 is same as solving

(5.1) dΞk+1 + Ok+1 = 0.

We first observe that dOk+1 = 0 since

dOk+1 = [dΦk,Φk]

= [Ok+1,Φ
k]− 1

2
[[Φk,Φk],Φk] = 0 (mod mk+2).

Therefore we can solve the MC equation for degree k + 1 if and only if the k-th obstruction
class defined by Ok+1 in H1(L, d) vanishes.

The solutions Ξk+1 for the equation (5.1) may differ by a d-closed element in L1. This
ambiguity can be fixed by choosing a homotopy retract of L to its cohomology H∗(L). We
assume that there are chain maps ι, P and homotopy H

H∗(L)
ι

++L∗

P

ll Hcc ,

such that

P ◦ ι = id,

idL − ι ◦ P = dH +Hd.

Then, instead of the MC equation, we look for solutions Φ of the equation

(5.2) Φ = Ξ̆ − 1

2
H[Φ,Φ].

Proposition 5.1. Suppose that Φ satisfies the equation (5.2). Then Φ satisfies the MC
equation (2.2) if and only if P [Φ,Φ] = 0.

Proof. Applying d on both sides of Equation (5.2), we obtain

dΦ +
1

2
[Φ,Φ] =

1

2
(Hd[Φ,Φ] + ι ◦ P [Φ,Φ]).

Suppose that Φ satisfies the MC equation. Then we see that d[Φ,Φ] = −[[Φ,Φ],Φ] = 0 and
hence P [Φ,Φ] = 0.

For the converse, we let δ = dΦ + 1
2
[Φ,Φ]. It follows from the assumption P [Φ,Φ] = 0 that

δ = H[dΦ,Φ] = H[δ,Φ] = (H ◦ adΦ)m(δ)

for any m ∈ Z+. Then by the fact that Φ ∈ L⊗m, we have δ = 0 (mod mm) by comparing
the lowest order term. �
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Now we look at the equation (5.2)

Ξ +
1

2
H[Φ,Φ] = 0,

and try to solve it order by order. The first equation is simply Φ1 = Ξ̆1, and the second
equation is

Ξ2 +
1

2
H[Ξ̆1, Ξ̆1] = 0.

The k-th equation is

(5.3) Ξk +
∑
j+l=k

1

2
H[Φj,Φl] = 0,

and Ξk is uniquely determined by the previous Ξj’s.

Remark 5.2. For a compact complex manifold X̌ equipped with a Hermitian metric, an
explicit homotopy for its Kodaira-Spencer dgLa KSX̌ = (Ω0,∗(X̌, T 1,0

X̌
), ∂̄, [·, ·]) is given as

follows. The Hermitian metric define ∂̄∗ and the corresponding Green’s operator G for ∆∂̄.
We can then take H∗(KSX̌) = H0,∗(X̌, T 1,0

X̌
) to be the space of harmonic forms, and let ι be

the natural embedding and P be the harmonic projection. The homotopy operator is explicitly
given by H = ∂̄∗G.

In the case Ξ̆ = Ξ̆1 ∈ H0,∗(X̌, T 1,0

X̌
) and P [Φ,Φ] = 0, we can solve the MC equation by

iteratively solving (5.2). It can further be shown, using elliptic estimates, that the formal
power series in ti’s we obtained indeed converges for small enough ti’s. This was originally
due to M. Kuranishi; for details, we refer the reader to [14].

There is also a combinatorial way to write down the solution Ξ from the input Ξ̆ in terms
of summing over trees.

Definition 5.3. A directed trivalent planar k-tree, or just k-tree, T is an embedded trivalent
(i.e. every vertex is trivalent, having two incoming edges and one out-going edge) tree in R2

together with the following data:

• a finite set of vertices V (T ),
• a set of internal edges E(T ),
• k semi-infinite incoming edges Ein(T ), and
• one semi-infinite outgoing edge eout.

Given a directed trivalent planar k-tree T , we define an operation

lk,T : L⊗k → L[1− k],

by

(1) aligning the inputs at the k semi-infinite incoming edges,
(2) applying the Lie bracket [·, ·] to each interior vertex, and
(3) applying the homotopy operator −1

2
H to each internal edge and the outgoing semi-

infinite edge eout.
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We then let

lk =
∑
T

lk,T ,

where the summation is over all directed trivalent planar k-trees. Finally if we define Φ by

(5.4) Φ =
∑
k≥1

lk(Ξ̆, . . . .Ξ̆),

and Ξ by

(5.5) Ξ =
∑
k≥2

lk(Ξ̆, . . . .Ξ̆),

then Φ = Ξ̆ + Ξ is the unique solution to Equation (5.2).

5.2. Solving the Maurer-Cartan equation with two walls. Suppose that we have a
standard scattering diagram D over R = C[[t1, t2]], consisting of two non-parallel walls in R2

intersecting transversally at the origin and equipped with the wall data wi = (−mi, `i,Θi)
such that {m1yg,m2yg} is positively oriented according to orientation of B0. We abbreviate

δ−mi , δ̃−mi , g−mi , µ−mi and U−mi as δi, δ̃i, gi, µi and Ui respectively, with δ̃i compactly
supported in Ui ⊃ `i. Assume that the wall crossing factors φ̌i are of the form

φ̌i =
∞∑
j=1

∞∑
k=1

a
(i)
jkw

−kmitji , i = 1, 2.

We apply the ansatz

Ξ̆(i) = −
∑
j,k≥1

a
(i)
jk δ̃i(w

−kmi∂ni)t
j
i

as in Definition 4.4. Then we solve the MC equation of the dgLa (LX0 , dW , {·, ·}) with the
input data

Ξ̆ = Ξ̆(1) + Ξ̆(2),

by applying the process described in the previous Section 5.1. Notice that the two walls
divide B0 into 4 quadrants as shown in Figure 5, in order to define the homotopy, we choose

Figure 5.

the base point qm,0 in Definition 4.8 to be lying in the third quadrant and sitting far away
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from the origin. Writing Φ = Ξ + Ξ̆ as before, the terms in Ξ are determined iteratively by
Equation (5.3).

Now, because of the fact that X̌0 has no non-trivial deformations of complex structure, the
solution Φ must be gauge equivalent to 0, i.e. there exists ϕ ∈ Ω0(M, TBC

0 )⊗m solving the
equation eϕ ∗ 0 = Φ. Our goal in this section is to show that the semi-classical limit of ϕ
determines the scattering diagram S(D).

First of all, for the purpose of solving the MC equation with our specific input as above,
we can restrict ourself to a differential graded Lie subalgebra of Ω∗(M, TBC

0 ).

Definition 5.4. We let

£∗D =
⊕

a∈(Z≥0)2
prim

£∗a ↪→ Ω∗(M, TBC
0 ),

where ma = a1m1 + a2m2 for a = (a1, a2) and

£∗a =
⊕
i=1,2

⊕
k≥1

Ω∗(B0) · (w−kma∂ni),

defined using the module structure of Ω∗(M, TBC
0 ) over Ω∗(B0). Here ni is the unique prim-

itive vector normal to miyg such that {miyg, ni} is positively oriented.

Restricting to £∗D, we find that the Lie bracket {·, ·} can be explicitly written in terms of
the usual differentiation on the base B0.

Definition 5.5. For α =
∑

j fjw
−kjma∂nj ∈ £∗a and β =

∑
l glw

−klmb∂nl ∈ £∗b , we can

decompose the Lie bracket {·, ·} into three operators \, ] and [ given by

\(α, β) =
∑
j,l

fjgl{w−kjma∂nj ,w−klmb∂nl},

](α, β) =
∑
j,l

fj(∇∂nj
gl)w

−(kjma+klmb)∂nl ,

[(α, β) = (−1)f̄j+ḡl+1
∑
j,l

gl(∇∂nl
fj)w

−(kjma+klmb)∂nj .

Definition 5.6. We further consider an Ω∗(B0)-submodule h∗a of £∗a defined by

h∗a =
⊕
k≥1

Ω∗(B0) · (w−kma∂na) ↪→ £∗a,

where na ∈ m⊥a ⊂ N is the unique normal vector determine by ma and the orientation. We
let

h∗D =
⊕

a∈(Z≥0)2
prim

h∗a.

Note that h∗a (for any a) and h∗D are closed under the operation \.

We will also decompose the operation lk as a summation over colored k-trees.

Definition 5.7. A colored k-tree T is a k-tree together with a labeling of the internal vertices
by \, ] or [.
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Definition 5.8. Given a colored k-tree T , we define the corresponding operator

lk,T : L⊗k → L[1− k],

by

(1) aligning the inputs at the k semi-infinite incoming edges,
(2) applying the operators \, ] or [ to each interior vertex according to the color, and
(3) applying the homotopy operator −1

2
H to each internal edge and the outgoing semi-

infinite edge.

We separate the set of colored k-trees Ck into Ck0 and Ck1, where Ck0 consisting of trees having
all vertices colored by \ and Ck1 = Ck \ Ck0. We let lk,0 =

∑
T ∈Ck0

lk,T and lk,1 =
∑
T ∈Ck1

lk,T .

Therefore, we can decompose the solution to the MC equation in the following way.

Definition 5.9. Given the input Ξ̆ = Ξ̆(1) + Ξ̆(2), we define

Ω =
∑
k≥1

lk,0(Ξ̆, . . . , Ξ̆) =
∑

a∈(Z≥0)2
prim

Ω(a),

with Ω(a) ∈ h∗a[[t1, t2]] and

R =
∑
k≥2

lk,1(Ξ̆, . . . , Ξ̆) =
∑

a∈(Z≥0)2
prim

R(a),

with R(a) ∈ £∗a[[t1, t2]]. Notice that we have Ω((1,0)) = Ξ̆(1) and Ω((0,1)) = Ξ̆(2), and also
Φ = Ω +R.

Fixing an arbitrary N0 ∈ Z+, we are going to show that Φ (mod mN0+1) determines the
scattering diagram S(D) (mod mN0+1) (denoted by SN0(D)), by associating each Ω(a) to a
wall wa supported on the ray `a = R≥0 · (mayg) and determining the wall crossing factor Θa

(Θa may be trivial) from the asymptotic expansion of Ω(a). We prove this correspondence by
showing that the Maurer-Cartan equation (mod mN0+1) implies that the scattering diagram
{ma, `a,Θa}a is a monodromy free scattering diagram and hence must be equivalent to SN0(D)
by the uniqueness Theorem 3.11.

To relate Ω(a) with the wall crossing factor Θa, we remove a closed ball B(rN0) centered

at the origin and consider the annulus A = B0 \ B(rN0) to study the monodromy around
it. We use the polar coordinate (r, θ) on the universal cover Ã, which is isomorphic to
a half plane. We fix once and for all θ0 such that the ray Rθ0 is in the third quadrant
(determined by the walls w1,w2), with a neighborhood defined by {θ | θ0 − ε0 < θ < θ0 + ε0}
away from all the possible walls wa as shown in Figure 6. We will restrict ourself to the
branch Ã0 = {θ | θ0 − ε0 < θ < θ0 + 2π + ε0} when we investigate the monodromy around
the origin.

With the natural map p : Ã → B0 \ B(rN0), we consider the pullback dgLa L̃∗X0
=

Ω∗(M̃, p∗(TBC
0 )), where M̃ = Mpr×pÃ ∼= Ã ×M =

∐
m∈M Ãm, equipped naturally with

the pullback of the Witten differential dW and the Lie bracket {·, ·}.
Since p : Ã → B0 \ B(rN0) is a covering, we can pullback the element Ω(a) and R(a) to Ã

as Ω̃(a) and R̃(a) respectively. Choosing rN0 large enough, we can divide supp(Ω((1,0))) and
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Figure 6.

supp(Ω((0,1))) which originally lie in small neighborhood of w1 and w2 respectively, into two
components in A. Therefore we can decompose p∗Ω((1,0)) (resp. p∗Ω((0,1))) as Ω̃((1,0))+Ω̃((−1,0))

(resp. Ω̃((0,1)) + Ω̃((0,−1))), with Ω̃((1,0)) and Ω̃((−1,0)) supported near p−1(R≥0 · m1yg) and

p−1(R≥0 · −m1yg) (similarly for Ω̃((0,1)) and Ω̃((0,−1))). We can therefore unify our notations
by allowing a ∈ (Z≥0)2

prim∪{(−1, 0), (0,−1)}, and using the convention thatm(−1,0) = m(1,0) =
m1 and m(0,−1) = m(0,1) = m2.

Furthermore, we note that there are only finitely many a’s involved when we modulo
mN0+1 and we denote the set of those a’s by Ray(N0). For each a ∈ Ray(N0), we let
θa ∈ Ã0 = {θ | θ0 − ε0 < θ < θ0 + 2π + ε0} be the direction of the ray determined by a.
We will see that

{
Ω(a) +R(a), Ω(a) +R(a)

}
= 0, and dW (Ω(a) +R(a)) = 0 (mod mN0+1) on

pr−1(A) in the following Lemma 5.10, whose proof will be given in Section 5.4.

Lemma 5.10. For each N0, there exist rN0 large enough and εN0 such that

dW (Ω(a) +R(a)) = 0 = {Ω(a) +R(a), Ω(a) +R(a)} (mod mN0+1),

on A. Furthermore, for Wa,k = {(r, θ) | θa − εN0 + 2kπ < θa < θa + εN0 + 2kπ} defined for
each ray a ∈ Ray(N0) and integer k ∈ Z which are disjoint from each others, we have

supp(Ω̃(a)) ∪ supp(R̃(a)) ⊂
⋃
k∈Z

Wa,k (mod mN0+1),

Figure 7 shows the situation for an a ∈ Ray(N0) on the branch Ã0.

This means that Ω(a)+R(a) is itself a Maurer-Cartan element and hence is gauge equivalent
to 0 via some gauge ϕa ∈ Ω∗(M̃, p∗TBC

0 ) (mod mN0+1) on the universal cover Ã, i.e.

eϕa ∗ 0 = Ω(a) +R(a) (mod mN0+1).

To find ϕa, we first define the homotopy operator H on L̃X0 similar to that in Definition 4.8.
We fix a base point (r0, θ0) ∈ Ã, and define a path %̂(r,θ)

%̂(r,θ)(t) =

{
((1− 2t)r0 + 2tr, θ0) if t ∈ [0, 1

2
],

(r, (2t− 1)θ + (2− 2t)θ0) if t ∈ [1
2
, 1]

for any given point (r, θ) ∈ Ã. We define a homotopy on Ã similar to that in Definition 4.6.
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Figure 7.

Definition 5.11. We define Ĥ : Ω∗(Ã)→ Ω∗(Ã)[−1] by

(5.6) (Ĥα)(r, θ) =


∫
%̂(r,θ)

α for α ∈ Ω1(Ã),∫ θ
θ0

(
ι ∂
∂θ
α(r, s)

)
ds for α ∈ Ω2(Ã).

We also let P̂ : Ω∗(Ã) → H∗(Ã) be the evaluation at (r0, θ0) and ι̂ : H∗(Ã) → Ω∗(Ã)
embedding of constant functions on Ã.

Definition 5.12. Fixing a point qm,0 ∈ Ãm mapping to (r0, θ0) via p, and treating fm :

Ãm → C, we define the homotopy Ĥm = e−fmĤefm : Ω∗(Ãm) → Ω∗(Ãm)[−1], projection

P̂m = P̂efm : Ω∗(Ãm) → H∗(Ãm) and the inclusion ι̂m = e−fm ι̂. They are extended to

Ω∗(M̃, p∗TBC
0 ) as Ĥ and P̂ by applying Ĥm and P̂m on each component of M̃.

Definition 5.13. We let ϕa be the gauge associated to Ω(a) by solving the following equation
iteratively

ϕa = −Ĥ(
adϕa

eadϕa − I
)(Ω̃(a) + R̃(a)) (mod mN0+1),

under the gauge fixing condition P(ϕa) = 0 (mod mN0+1).

Lemma 5.14. We have

ϕa ∈
⊕
i=1,2

⊕
k≥1

j1+j2≤N0

C} · (w−kma∂ni)t
j1
1 t

j2
2 (mod mN0+1)

when restricted to Ã0 \
⋃
k∈ZWa,k, i.e. ϕa (mod mN0+1) has locally constant coefficients (only

depend on }) away from supp(Ω̃(a)) ∪ supp(R̃(a)). Here the notation C} stands for complex
numbers depending only on }.

Proof. Since Ω̃(a)+R̃(a) (mod mN0+1) is a Maurer-Cartan element in L̃X0⊗(m/mN0+1) which
is known to be gauge equivalent to 0 (mod mN0+1), we have

dW (
adϕa

eadϕa − I
)(Ω̃(a) + R̃(a)) = 0 (mod mN0+1),
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under the gauge fixing condition. The homotopy operator Ĥ defined by a path integral of
1-forms is independent of the path chosen when applying to solve for ϕa iteratively. For two
point q, q′ in the same component of Ã \

⋃
k∈ZWa,k, we can join them by a path %q,q′ ⊂

Ã \
⋃
k∈ZWa,k so that %−1

q ◦ %q,q′ ◦ %q′ gives a closed loop in Ã. Therefore we see that the value
of the path integral is the same at q and q′ when applied to a closed form, since integral on
%q,q′ gives zero. �

We will see later that R̃(a) is in fact redundant and we can simply solve the linear equation

ϕa = −Ĥ(Ω̃(a)) (mod mN0+1)

when we restrict our attention to the leading order terms of ϕa in }. We will define a filtration

· · · ⊂ F−s ⊂ . . . F−1 ⊂ F 0 ⊂ F 1 ⊂ F 2 ⊂ · · · ⊂ F s ⊂ · · · ⊂ Ω∗(Ã)

of Ω∗(Ã) similar to that in Definition 4.16.

Definition 5.15. A smooth form α ∈ Ω∗(Ã) is in F s if for any compact subset K ⊂ Ã, real
number a ∈ R and any j, k ∈ Z+, it satisfies α = 0 on {θ | θ0 − ε0 < θ < θ0 + ε0} and

‖∇jα‖
L2k (Ka)

≤ Cj,k,K}−
j+s

2
+ 1

2k+1 ,

where Ka = K ∩ {r = a}.

Lemma 5.16. We have

Ω̃(a) ∈
⊕
k≥1

j1+j2≤N0

F 1(Ω∗(Ã)) · (w−kma · ∂na)t
j1
1 t

j2
2 (mod mN0+1),

and
R̃(a) ∈

⊕
i=1,2

⊕
k≥1

j1+j2≤N0

F 0(Ω∗(Ã)) · (w−kma · ∂ni)t
j1
1 t

j2
2 (mod mN0+1).

Therefore, we deduce that

ϕa = −Ĥ(Ω̃(a)) +
⊕
i=1,2

⊕
k≥1

j1+j2≤N0

Ĥ
(
F 0(Ω∗(Ã))

)
· (w−kma · ∂ni)t

j1
1 t

j2
2 (mod mN0+1).

Furthermore, it can be shown that the asymptotic expansion of −Ĥ(Ω̃(a)), and hence ϕa
takes a special form.

Lemma 5.17. There exists constant b
(a)
jk ∈ C independent of }, with b

(a)
jk 6= 0 for finitely

many k’s for each fixed j, such that

−Ĥ(Ω̃(a)) = lϕa,0 +
⊕
i=1,2

⊕
k≥1

j1+j2≤N0

Oloc(}1/2) · (w−kma∂ni)t
j1
1 t

j2
2 (mod mN0+1),

on the branch (θa + 2(l − 1)π + εN0 , θa + 2lπ − εN0), where

ϕa,0 =
∑
k≥1

j1+j2≤N0

b
(a)
j,k (w−kma∂na)t

j1
1 t

j2
2 (mod mN0+1).



38 CHAN, LEUNG, AND MA

The proofs of Lemmas 5.16 and 5.17, which involve careful estimates of the order of } in
asymptotic expansions and is done by lengthy analysis, will be postponed to Section 5.4.

5.3. Main theorems. We are now ready to prove our main theorems, namely, Theorems
1.1 and 1.2. We first recall some notations in Section 5.2. We consider the annulus A = B0 \
B(rN0) for some rN0 , together with its universal cover p : Ã→ A with coordinates (r, θ). We
fix an angle θ0 such that θ0

2π
is irrational and take the branch Ã0 = {(r, θ) | θ0 < θ < θ0 + 2π}.

We define M̃ = M×B0Ã which is equipped with the natural map p : M̃ → M (by abuse
the notation p if there is no confusion). As before, we consider the formal power series ring
C[[t1, t2]] with its maximal ideal m = (t1, t2).

We use Ray = (Z2)prim to parametrize the rays with rational slopes emitted from the
origin. Similar to Definitions 5.4 and 5.6, we define

£̃∗ =
⊕

a∈(Z2)prim

£̃∗a =
⊕

a∈(Z2)prim

(⊕
n∈Z2

⊕
k≥1

Ω∗(Ã) · (w−kma∂n)
)

and

h̃∗ =
⊕

a∈(Z2)prim

h̃∗a =
⊕

a∈(Z2)prim

(⊕
k≥1

Ω∗(Ã) · (w−kma∂na)
)

on M̃ as modules over Ω∗(Ã). Making use of the filtration F ∗ on Ω∗(Ã), we can define a
filtration

· · · ⊂ F−s(£̃∗a) ⊂ . . . F−1(£̃∗a) ⊂ F 0(£̃∗a) ⊂ F 1(£̃∗a) ⊂ F 2(£̃∗a) ⊂ · · · ⊂ F s(£̃∗a) ⊂ · · · ⊂ £̃∗a

on £̃∗a, and a filtration

· · · ⊂ F−s(h̃∗a) ⊂ . . . F−1(h̃∗a) ⊂ F 0(h̃∗a) ⊂ F 1(h̃∗a) ⊂ F 2(h̃∗a) ⊂ · · · ⊂ F s(h̃∗a) ⊂ · · · ⊂ h̃∗a

on h̃∗a. These filtrations will be used to describe the asymptotic order of }.

Given a finite subset Ray(N0) ⊂ Ray, we restrict our attention to those elements in
Ω1(M, TBC

0 ) ⊗m which have asymptotic support on Ray(N0). To give a precise definition
to these elements, we consider disjoint open neighborhoods Wa,k of each ray `a ∈ Ray(N0),
or more precisely, the pre-image p−1(`a) as in Lemma 5.10. Without loss of generality, we
assume that the ray with angle θ0 is not contained in any of Wa,k’s.

Definition 5.18. An element Φ ∈ Ω1(M, TBC
0 )⊗m is said to have asymptotic support on

Ray(N0) (mod mN0+1) if we can find rN0 > 0, a collection of small enough open neighborhoods
{Wa,k} and write

p∗(Φ) =
∑

a∈Ray(N0)

(
Ω̃(a) + R̃(a)

)
(mod mN0+1)

on M̃ = M̃rN0
with each individual summand Ω̃(a) + R̃(a) satisfying the Maurer-Cartan

equation, such that

supp(Ω̃(a)) ∪ supp(R̃(a)) ⊂
⋃
k∈Z

Wa,k (mod mN0+1),

Ω̃(a) ∈ F 1(h̃∗a), R̃(a) ∈ F 0(£̃∗a) (mod mN0+1),
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and the asymptotic expansion

−Ĥ(Ω̃(a)) = ϕa,0 +
⊕
k≥1

j1+j2≤N0

Oloc(}1/2) · (w−kma∂na)t
j1
1 t

j2
2 (mod mN0+1)

holds on M×B0 Ã \
⋃
k∈ZWa,k, with ϕa,0 ∈ h0

a independent of }, where na ⊥ ma is defined in

Definition 5.6 and Ĥ is the homotopy operator in Definition 5.11 (we choose a based point
(r0, θ0) by taking r0 large enough).

Definition 5.19. Given an increasing set of subsets of rays {Ray(N0)}N0∈Z>0, we say that
Φ has asymptotic support on {Ray(N0)}N0∈Z>0 if it has asymptotic support on Ray(N0) for
each N0.

Now it is not hard to see that a scattering diagram D(Φ) with support on
⋃
N0

⋃
`a∈Ray(N0) `a

can be associated to those elements Φ having asymptotic support on {Ray(N0)}N0∈Z>0 . More
precisely, this is done by defining D(Φ) (mod mN0+1) and letting N0 →∞. Fixing N0 and
given `a ∈ Ray(N0), we use the angular coordinate θa to record the pre-image of the ray
`a lying in the branch Ã0. We use Wa,0 ⊂ Ã0 to denote the open set containing `a. From
Definition 5.18, we can write

ϕa,0 =
∑
k≥1

j1+j2≤N0

b
(a)
j,k (w−kma∂na)t

j1
1 t

j2
2 (mod mN0+1)

on Ã0 \Wa,0, for some constant b
(a)
j,k independent of }.

Definition 5.20. The wall wa with wall crossing factor Θa = exp(φ̌a ⊗ ∂̌na) supported on `a
is defined by the equation

φ̌a ⊗ ∂̌na =
∑
k≥1

j1+j2≤N0

b
(a)
j,k (w−kma ∂̌na)t

j1
1 t

j2
2 = F̂(ϕa,0) (mod mN0+1),

when N0 runs through Z>0.

Similar to [9] or Section 3.3, we consider an anti-clockwise loop γ around the origin with
γ(0) = γ(1) = (1, θ0). The following theorem is one of the key observations of this paper,
relating Maurer-Cartan elements to monodromy free scattering diagram.

Theorem 5.21 (=Theorem 1.1). If Φ ∈ Ω∗(M, TBC
0 )⊗m is a solution to the Maurer-Cartan

equation (2.2) having asymptotic support on {Ray(N0)}N0∈Z>0, then the associated D(Φ) is
a monodromy free scattering diagram, i.e. the following identity

Θγ(1),D(Φ) =

γ∏
wa∈D(Φ)

Θa = I,

holds for a path ordered product
∏γ

wa∈D(Φ) Θa defined in Section 3.3.

Proof. It is enough to fix an integer N0 and show that D(Φ) is a monodromy free diagram
for each N0. From the fact that all deformations in Ω∗(M̃, p∗TBC

0 ) are trivial, we can write

eϕa ∗ 0 = Ω̃(a) + R̃(a) (mod mN0+1)
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as in Definition 5.13, making use of the homotopy operators Ĥ defined in Definition 5.11 and
the corresponding projection P̂ (we choose a based point (r0, θ0) by taking r0 large enough).

We first show that
γ∏

`a∈Ray(N0)

eϕa = id (mod mN0+1)

which can simply be interpreted to be an ordered product, and then obtain our result by
taking the leading order terms of the asymptotic expansion.

We first observe that
γ∏

`a∈Ray(N0)

eϕa ∗ 0 =
∑

a∈Ray(N0)

(Ω̃(a) + R̃(a)) (mod mN0+1),

on the branch Ã0. Since Wa,0’s are disjoint from each others, the supports supp(Ω̃(a)) ∪
supp(R̃(a)) (mod mN0+1) on the branch Ã0 are disjoint for different a’s, and ϕa ≡ 0 in the
region {θ | θ < θa − εN0} ∩ Ã0. Therefore we have{

ϕa2 , Ω̃
(a1) + R̃(a1)

}
≡ 0 (mod mN0+1)

for θa1 < θa2 in Ã0, and hence

eϕa2 ∗ (Ω̃(a1) + R̃(a1)) = Ω̃(a2) + R̃(a2) + Ω̃(a1) + R̃(a1) (mod mN0+1)

in Ã0. We obtain the above observation by applying this argument repeatedly according to
the anti-clockwise ordering.

Since Φ is a Maurer-Cartan element in L∗X0
, we have Φ = eϕ ∗ 0 as all deformations

of L∗X0
are trivial. We can use the homotopy H in Definition 4.8 with base point qm,0

satisfying pr(qm,0) = p(r0, θ0), to solve for the gauge eϕ ∗ 0 = Φ, subject to the condition

that P (ϕ) = ϕ(qm,0) = 0. We can further pullback ϕ to M̃ using the covering map p so that

it satisfies P̃(p∗(ϕ)) = 0 for P̃ defined on M̃ in a similar fashion. Therefore, we have the
relation e−p∗(ϕ)

γ∏
`a∈Ray(N0)

eϕa

 ∗ 0 = 0 (mod mN0+1),

on Ã0, which implies that ep
∗(ϕ) =

γ∏
`a∈Ray(N0)

eϕa on Ã0 (mod mN0+1). As a result, we see that

the term

γ∏
`a∈Ray(N0)

eϕa (mod mN0+1) is monodromy free.

Now we have the equation
γ∏

`a∈Ray(N0)

eϕa = I (mod mN0+1)

on Ã0 ∩ {(r, θ) | θ0 + 2π − εN0 < θ} disjoint from
⋃
`a∈Ray(N0) Wa,0. From Definition 5.18, we

can argue that ϕa depends only on } on Ã0 \
⋃
`a∈Ray(N0) Wa,0 using similar arguments as in
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Lemma 5.10. Writing ϕa = ϕa,0 + σa on Ã0 \
⋃
`a∈Ray(N0) Wa,0, where

σa ∈
⊕
i=1,2

⊕
k≥1

j1+j2≤N0

O(}1/2) · (w−kma · ∂ni)t
j1
1 t

j2
2 (mod mN0+1),

(Here the notation O(}1/2) refers to those constants depending only on } which bounded by
}1/2.) we can extract the leading order terms ϕa,0 by choosing } small enough to obtain

γ∏
`a∈Ray(N0)

eϕa,0 = I (mod mN0+1)

as desired, using the explicit Baker-Campbell-Hausdorff formula. �

Combining Lemmas 5.10, 5.16, 5.17 and Theorem 5.21, we obtain our main result.

Theorem 5.22 (=Theorem 1.2). The Maurer-Cartan element Φ, defined by summing over
trees as in Definition 5.9, has asymptotic support on some increasing set {Ray(N0)}N0∈Z>0 of
subsets of rays. Furthermore, the associated D(Φ) gives the unique (by passing to a minimal
scattering diagram if necessary) monodromy free extension of the diagram consisting of two
walls wi’s determined by Theorem 3.11.

Proof. We use notations from Section 5.2, parametrizing the rays in the first quadrant using
(Z>0)2

prim and the rays coming from the two initial walls wi’s using {(±1, 0), (0,±1)}. In view
of Lemmas 5.10, 5.16, 5.17 and Theorem 5.21, we already know that D(Φ) is a monodromy
free scattering diagram consisting of rays parametrized by (Z>0)2

prim ∪ {(±1, 0), (0,±1)}. It
suffices to show the wall crossing factors associated to initial walls constructed from Φ agree
with the given Θi’s, i.e. to show the identities

Θ(±1,0) = Θ±1
1 , Θ(0,±1) = Θ±1

2 .

This can be done as in the single wall case, using results from Section 4.2.1 with straightfor-
ward modifications. �

5.4. Semi-classical analysis for integral operators associated to trees. We will give
the proofs of Lemmas 5.10, 5.16 and 5.17 in this section.

We need to investigate the operation lk,T associated to a colored tree T . Fixing a colored
tree T , we consider terms of the form

(5.7) lk,T (δ̃j1w
−l1mj1∂nj1 , . . . , δ̃jkw

−lkmjk∂njk )

where js = 0, 1.

Notations 5.23. We can attach an element ρew
−me∂ne to each edge e inductively along the

tree T , with ne ∈ N in the following way. With two incoming edges e1, e2 and one outgoing
edge e3 at a vertex v such that e1, e2, e3 being clockwise oriented, we let w−me3 = w−(me1+me2 )

and

∂ne3 =

{ 〈me1 , ne2〉∂ne1 − 〈me2 , ne1〉∂ne2 if v is colored with \,
∂ne2 if v is colored with ],
∂ne1 if v is colored with [.
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The form ρe3 ∈ Ω∗(B0) is defined accordingly so that ρe3w
−me3∂ne3 is the term obtained after

taking operation at the edge e3.

We observe that the differential form ρe satisfies the property that ιmeygρe = 0 by the
definition of the homotopy operator in Definition 4.8. Therefore if we have two incoming
edges e1, e2 at v such that me1 is parallel to me2 , we can see that ρe1 ∧ ρe2 , ρe1 ∧ ∇ρe2 and
∇ρe1 ∧ρe2 all vanish. Therefore we can always assume that me1 is not parallel to me2 to avoid
trivial operations.

Assuming the non-trivial situation, we can then associate a ball B(rv) centered at origin to
each vertex v, such that supp(ρe1) ∩ supp(ρe2) ⊂ B(rv), where e1, e2 are the incoming edges
at v. For the outgoing edge e3 at v, we have supp(ρe3) ⊂ B(rv) + R≥0 · me3yg since the
homotopy operator applying to fw−me3 is defined by integration along the vector field me3yg
to its coefficient function f ∈ C∞(B0).

Proof of Lemma 5.10. For each of the terms (5.7) involved in order (mod mN0+1), we consider
the support of its coefficient ρe attached to an edge along a tree T . Suppose vr is the
root vertex of the tree T , with incoming edges e1, e2 and outgoing semi-infinite edge eo,
we have the ball B(rvo) satisfying supp(ρe1) ∩ supp(ρe2) ⊂ B(rvo). Since ρeo is essentially
obtained from ρe1 ∧ ρe2 , ρe1 ∧ ∇ρe2 or ∇ρe1 ∧ ρe2 by apply −1

2
H−meo to them, we see that

supp(ρeo) ⊂ B(rvo)+R≥0 ·meoyg and supp(dρeo) ⊂ B(rvo). Since there are only finitely many
trees and outputs ρeo involved in order (mod mN0+1), we can take rN0 large enough such that
lemma 5.10 holds. �

Assumption 5.24. As we are interested in those terms of the form (5.7) in Ω and R
(mod mN0+1), from now on, we assume rN0 large enough such that lemma 5.10 is satisfied
and supp(ρe1)∩ supp(ρe2) ⊂ B(rN0) for any two incoming coming edges at a vertex v for any
terms of the form (5.7) involved.

5.4.1. Asymptotic expansion of lk,T . To prove Lemma 5.17, we need to obtain an asymptotic

expansion for Ĥ(Ω̃(a)). We restrict our attention to those terms of the form (5.7) associated to
a colored tree T with all vertices labeled by \, which appear in Ω̃(a) (mod mN0+1). According
to Notations 5.23, what we need is an asymptotic expansion of ρeo associated to the outgoing
edge eo of T . We assume that rN0 is large enough so that it satisfies Assumption 5.24.

We obtain an alternative way to describe the operation lk,T . We define a labeling me on
edges of T as in Notations 5.23 to record the basis w−me on an edge e. We let E(T )0 be the
set of edges which are not semi-infinite incoming edges, and τ es : B0 → B0 stand for the flow
of meyg for time s associated to e ∈ E(T )0.

Definition 5.25. Given a sequence of edges e = (e0, e1, . . . , el) which is a path starting at
e = e0 following the directed tree T , we can define a map

τ e : R|E(T )e,0| ×B0 → B0,

by
τ e(~s, ~x) = τ e1s1 ◦ · · · ◦ τ

el
sl

(~x),

where sj is the time coordinate associated to ej and E(T )e,0 = {e1, . . . , el} is a subset of
E(T )0. It can also be extended naturally to a map

τ̂ e : R|E(T )0| ×B0 → R|E(T )ce,0| ×B0
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by taking product of τ e with the copy R|E(T )ce,0|, where E(T )ce,0 = E(T )0 \ E(T )e,0.

Definition 5.26. We define an orientation of R|E(T )0| inductively along the tree T . We
attach a differential form νe on R|E(T )0| to each e ∈ E(T )0 satisfying:

• νe = dse for those e adjacent to an incoming edge of T ;
• νe3 = (−1)|νe2 |νe1 ∧ νe2 ∧ dse3 if v is an internal vertex with incoming edges e1, e2 ∈ T0

and outgoing edge e3 such that e1, e2, e3 is clockwise oriented.

Let e1, . . . , ek be the incoming edges of T in clockwise ordering. We associate to each ei
a unique sequence ei joining ei to the outgoing edge eo. Writing the input at the edge ei as
ρiw

−mei∂ni according to Notations 5.23 with ρi = δ̃ji (ji = 1, 2), we express the output form
ρeo defined by

lk,T (ρ1w
−me1∂n1 , . . . , ρkw

−mek∂nk) = ρeolk,T (w−me1∂n1 , . . . ,w
−mek∂nk)

as an integral over the space (−∞, 0]|E(T )0| as follows.

Lemma 5.27. We have the identity

ρeo =

∫
(−∞,0]|E(T )0|

(τ e1)∗(ρ1) . . . (τ ek)∗(ρk),

with respect to the volume form defined by νeo on R|E(T )0|.

Proof. We proof by induction on the number of edges of T . Taking the root vertex vr of T ,
we can split it into two trees T1 and T2 such that T1, T2, eo are clockwise oriented. We assume
that the lemma holds for T1 and T2 with outgoing edges ê1 and ê2 respectively. Therefore we
have

ρê1 =

∫
(−∞,0]|E(T1)0|

(τ ẽ1)∗(ρ1) . . . (τ ẽl)∗(ρl),

and

ρê2 =

∫
(−∞,0]|E(T2)0|

(τ ẽl+1)∗(ρl+1) . . . (τ ẽk)∗(ρk),

where ẽi is the sequence obtained from ei by removing the last edge eo. We have

ρeo =

∫
(−∞,0]

(τ eo)∗(ρê1 ∧ ρê2)

=

∫
(−∞,0]

(τ eo)∗
(∫

(−∞,0]|E(T1)0|
(τ ẽ1)∗(ρ1) . . . (τ ẽl)∗(ρl) ∧

∫
(−∞,0]|E(T2)0|

(τ ẽl+1)∗(ρl+1) . . . (τ ẽk)∗(ρk)

)
= (−1)|E(T2)0|

∫
(−∞,0]|E(T1)0|×(−∞,0]|E(T2)0|×(−∞,0]

(τ eo)∗
(
(τ ẽ1)∗(ρ1) . . . (τ ẽk)∗(ρk)

)
=

∫
(−∞,0]|E(T )0|

(τ e1)∗(ρ1) . . . (τ ek)∗(ρk).

This completes the proof of the lemma. �
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In order to compute the leading order expansion of Ĥ acting on ρeo , we essentially need to
compute the integral ∫

ξeo=c

ρeo =

∫
(−∞,0]|E(T )0|×Rc

(τ e1)∗(ρ1) . . . (τ ek)∗(ρk)

by restricting ρeo to every line ξeo = c, where we denote Rc = {ξeo = c}. We describe
the change of coordinates which allows us to compute the integral, namely, the coordinates
(τ e1)∗(ηe1), . . . , (τ ek)∗(ηek). We consider Rk with coordinates ηei ’s, and define

~τ : R|E(T )0| × Rc → Rk,

by ηei = ηei(τ
ei(~s, ηeo)).

Lemma 5.28. ~τ is a linear isomorphism.

Proof. It suffices to show that ~τ ∗(dηe1 . . . dηek) 6= 0. We prove this again by induction on the
number of edges of the tree T . We split the tree at the root vertex vr into two trees T1 and T2 as
in the proof of Lemma 5.27. By the induction hypothesis, both (τ ẽ1)∗(dηe1) . . . (τ ẽl)∗(dηel) and
(τ ẽl+1)∗(dηel+1

) . . . (τ ẽk)∗(dηek) are non-degenerate on R|E(T1)0|×Rξê1=c1 and R|E(T2)0|×Rξê2=c2

respectively. Therefore (τ ẽ1)∗(dηe1) . . . (τ ẽk)∗(dηek) is non-degenerate on R|E(T1)0|×R|E(T1)0|×
B0 simply by taking the product. Finally we observe that τ eo : R× Rξeo=c → B0 is an linear
isomorphism. �

Letting C(~τ) be the image of the standard cone (−∞, 0]|E(T )0| × Rc, we have the identity

(5.8)

∫
ξeo=c

ρeo = (π})−
k
2

∫
C(~τ)

(
k∏
i=1

χ(ηei))e
−

∑k
i=1 η

2
ei

} dηe1 . . . dηek ,

with respect to the orientation ~τ∗(νeo). Therefore,
∫
ξeo=c

ρeo has an asymptotic expansion of

the form

(5.9)

∫
ξeo=c

ρeo =
vol(C(~τ) ∩B)

vol(B)
(±1 + CNO(}N)),

for arbitrary N ∈ Z+ by the stationary phase approximation in Lemma 4.14. Here B is the
unit ball in Rk and vol is the Euclidean volume. Having the above expansion, we are ready
to prove Lemma 5.17.

Proof of Lemma 5.17. Recall that we take the annuals A = B0 \ B(rN0) with coordinates

(r, θ), and we have to compute an asymptotic expansion of the integral
∫ θ
θ0
ρeo and show that

it has locally constant leading order terms on Ã\
⋃
k∈ZWa,k. We also recall from Lemma 5.10

that supp(ρeo) ⊂
⋃
k∈ZWa,k and we therefore consider the integral for those (r, θ) /∈

⋃
k∈ZWa,k.

Since ρeo is a closed form in Ã and hence the integral we are interested in is independent of
the path chosen. Therefore we can always choose a path γ which is homotopic to the arc
from θ0 to θ for a fixed r > rN0 , such that γ is a part of line of the form ξeo = const. inside⋃
k∈ZWa,k containing supp(ρeo). The lemma then follows from the formula (5.8). �



SCATTERING IN SYMPLECTIC GEOMETRY 45

5.4.2. Integral operators associated to generalized trees. To prove Lemma 5.16, we consider
the term ρeow

−meo∂neo associated to the outgoing edge eo of a colored tree T , and investigate
ρo ∈ C∞(B0) and its derivatives to obtain estimates for their orders in }. To study the
derivatives of ρeo , we introduce generalized trees T and define the following integral operators
associated to it, acting on a subspace of smooth functions C∞b (B0) ⊂ C∞(B0), defined in
5.33, in order to analysis their orders in }.

We consider a tree T with k inputs and at most one output (possibly none), allowing higher
valence vertices with more than two incoming edges and one unique outgoing edge joining to
it.

Definition 5.29. m is a labeling of the edges by the lattice Z≥0m1 + Z≥0m2 \ {0} satisfying

• m(e) = −lmi, where l ≥ 1 and i = 1, 2, for an incoming semi-infinite edge e;
• given incoming edges e1, . . . , es and outgoing edge e intersecting at an internal vertex
v, we require m(e) = m(e1)+· · ·+m(es), and at least two m(ei), m(ej) are non-parallel,

ν is a labeling on edges, and µ is a labeling on vertices such that ν(e), µ(v) ∈ (Z≥0)2. We call
T = (T,m, ν, µ) a generalized tree, or simply a tree if there is no confusion.

Definition 5.30. Given a tree T = (T,m, ν, µ) with k inputs, we define

κ(T) = |E(T)| − 2k −
∑

e∈E(T )

(ν1(e) + ν2(e)) +
∑
v∈V (T)

(µ1(v) + µ2(v)),

as the order of the tree.

Definition 5.31. We inductively define coordinates (ξe, ηe) of B0 and a positive definite
quadratic form Qe associated to each edge e along the tree T.

• For the incoming semi-infinite edge e with m(e) = −lmi, we let Qe be the quadratic

form determined by the quadratic function g−mi (recall that δi = e−
gi
} µi), and ξe, ηe be

the unique positively oriented coordinates such that Qe = ξ2
e + η2

e where ∂
∂ξe

is along

the direction miyg.
• For the outgoing edge e from a vertex v with incoming edges e1, . . . es, we let Qe =∑s

l=1 η
2
el

, and ξe, ηe be the unique positively oriented coordinates such that Qe = ξ2
e +η2

e

where ∂
∂ξe

is along the direction −m(e)yg.

We can also associate coordinates ξv, ηv and a quadratic form Qv for each vertex v by taking
Qv =

∑
lQel, where e1, . . . es are the incoming edges at v. The coordinates ξv, ηv are positively

oriented and chosen to satisfy Qv = ξ2
v+η2

v where ∂
∂ξv

is along the direction of −
∑s

l=1 m(el)yg,

i.e. Qv = Qe if v has an outgoing edge e.

Example 5.32. We choose a basis which identifies M ∼= Z ·e1⊕Z ·e2 and N ∼= Z · ě1⊕Z · ě2,
and use x1ě1 + x2ě2 as coordinates for B0

∼= R2. We consider the tree T with three incoming
semi-infinite edges e1, e2, e3 and one semi-infinite outgoing edge eo joining at a unique vertex
vr, with m(e1) = m(e2) = −e1 and m(e3) = −e2 as shown in the Figure 8. We can take

ηeo = 1√
3
(−x1 + 2x2) and ξeo =

√
2
3
(x1 + x2) to write Qvr = Qeo = ξ2

eo + η2
eo such that

∂
∂ξeo

= 1√
6
(2x1 + x2) = − 1√

6
(m(eo)yg).
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Figure 8.

Definition 5.33. We denote by C∞b (B0) the set of f ∈ C∞(B0) such that any j ≥ 0 and any
compact K ⊂ B0, there is a constant (independent of }) Cj,K, satisfying

‖∇jf‖L∞(K) ≤ Cj,K .

We can define an operation associated to T with inputs from C∞b (B0) in the following way.

Definition 5.34. Associated to T = (T,m, ν, µ), we define

Ik,T : C∞b (B0)⊗k → C∞(B0)

by an integral operation on (fe1 , . . . , fek) ∈ C∞b (B0)⊗k:

• input }− 1
2 (∇ν(e)e

− gi} )fe at an incoming semi-infinite edge e if m(e) = −lmi (i = 1, 2)
and ν(e) = (n1, n2), where ∇ν(e) = ∇n1

∂
∂ξe

∇n2
∂
∂ηe

;

• taking product of functions at an internal vertex, and then multiple by ξ
µ1(v)
v η

µ2(v)
v ;

• for e being an internal edge or the outgoing edge, we take the operator ∇ν(e)Ie, where

Ie(f)(p) =
∫ 0

−∞ f(τ̂ es (p))ds with τ̂ es being flow of the vector field ∂
∂ξe

(which is a constant

multiple of −m(e)yg) by time s.

We will see that the operations Ik,T can be expressed as a linear combination of those
associated to reduced trees.

Definition 5.35. A tree T = (T,m, ν) with two labelings is said to be partially reduced if
ν(e) = (0, 0) for all e except the incoming edges. It is said to be reduced if ν(e) = 0 for all
edges and µ(v) = (µ1(v), 0) for all v except the root vertex.

Proposition 5.36. Given any tree T = (T,m, ν) with at least one vertex and ~f ∈ C∞b (B0)⊗k,

there exist finitely many reduced trees T̃1, . . . , T̃r and corresponding ~fj ∈ C∞b (B0)⊗k such that

Ik,T(~f) =
r∑
j=1

cj}−sjIk,T̃j(~fj),

and
κ(T) ≤ κ(Tj)− 2sj,

for some cj ∈ C.
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Proof. We first prove the same statement for partially reduced trees with sj = 0 using an
induction on the number of edges. Taking the root vertex vr and splitting the tree T into

several subtrees T̂(1), . . . , T̂(N) and the input function ~f as ~f(1), . . . , ~f(N). When vr is joined to
a unique outgoing edge eo, we see that

Ik,T(~f) = ∇ν(eo)Ieo

(
ξµ1(vr)
vr ηµ2(vr)

vr ·
N∏
l=1

lk,T̂(l)
(~f(l))

)
.

We can first simplify the operator ∇ν(eo)Ieo to Ieo∇ν(eo) if ν(eo) = (0, ν2(eo)) by commuting
with integral operator, or to ∇ν(eo)−(1,0) by canceling differentiation with integration. In both
cases, we can further use the commutator relation of operators

∇ ∂
∂ηeo

(ξvr) = (ξvr)∇ ∂
∂ηeo

∇ ∂
∂ηeo

(ηvr) = (ηvr)∇ ∂
∂ηeo

+ 1,

to simplify the operation (notice that ξeo = ξvr and ηeo = ηvr).

That means we can express Ik,T(~f) as linear combinations

Ik,T(~f) =
∑
s

csIeo

(
ξµ

s
1(vr)

vr ηµ
s
2(vr)
vr ·

N∏
l=1

lk,Ts
(l)

(~f(l))

)
or

Ik,T(~f) =
∑
s

csξ
µs1(vr)
vr ηµ

s
2(vr)
vr ·

N∏
l=1

lk,Ts
(l)

(~f(l)),

where Ts(l) are trees modified from T̂(l) by changing the label ν of the outgoing edge and µs(vr)
is some labeling on the root vertex vr.

Fix each Ts(l), there exist T̃s(l),j’s together with ~f s(l),j’s such that

Ik,Ts
(l)

(~f(l)) =
∑
j=1

c(l),jIk,T̃s
(l),j

(~f s(l),j),

where each T̃(l),j is partially reduced by the induction hypothesis. We also see that the order
κ is not decreased when we expressed T as a linear combination of partially reduced trees.

To obtain the statement concerning reduced trees, we can assume that T is partially re-
duced with at least one vertex. We first observe that at an incoming edge e adjoining to a
vertex v, the term ∇ν(e)e

− gi} can be expressed as a linear combination of terms of the form

}−s
∏s

j=1(∇νj(e)gi)e
− gi} . Since the term ∇νj(e)gi is either a constant or a linear function of the

form aξv + bηv, we can express the T as a linear combination

Ik,T(~f) =
r∑
j=1

cj}−sjIk,T̃j(~fj),

with ν(e) = 0 for all edges in Tj, with the inequality κ(T) ≤ κ(Tj) − 2sj. Finally, we simply

observe that for a vertex v with outgoing edge e, The operator η
µ2(v)
v commutes with Ie.

Therefore we can rearrange the labeling µ(v) to obtain reduced trees. �
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5.4.3. Estimate on Order of } in Ik,T. We are going to prove Lemma 5.16. We will restrict

ourself to a reduced tree T with input ~f and count the order of } that the operation Ik,T
carries. Without loss of generality, we first assume that there is an outgoing semi-infinite
edge in T. We can attach an element ζe to each edge e to stand for the function after taking
the operation at the edge e similar to Notations 5.23.

Lemma 5.37. For the unique outgoing edge eo attaching to root vertex vr, we have

ζeo = }
κ(T)−µ2(vr)

2 ψηµ2(vr)
eo e−

η2
eo
} ,

such that ‖ψ‖L∞(B0) ≤ C is a bounded function (C independent of }).

Proof. For an edge e, we define the subtree Te ≤ T by taking the part of T before e, with e
being the outgoing edge of Te. We are going to show that

ζe = }
κ(Te)

2 ψee
− η

2
e
}

for some bounded function ψe, inductively along the tree T.

Suppose we have a vertex v with incoming edges e1, . . . , es and outgoing edge e such that
the statement holds for ζej ’s. We are going to show that it holds also for ζe. We see that

ζe = }(
∑
j κ(Tej ))/2Ie(ξ

µ1(v)
v (

s∏
j=1

ψej)e
−Qv} ).

Writing µ1(v) = µ1, (
∏s

j=1 ψej) = ψ̃ and Qv = ξse + η2
e , we have

ζe = }(
∑
j κ(Tej ))/2e−

η2
e
}

(∫ 0

−∞
τ̂ ∗s (ξµ1

e ψ̃e
− ξ

2
e
} )ds

)
.

Under the coordinates ξe, ηe, we can express the flow τ̂s explicitly as τ̂s(ξe, ηe) = (ξe + s, ηe)
and therefore we have

|
∫ 0

−∞
τ̂ ∗s (ξµ1

e ψ̃e
− ξ

2
e
} )ds| ≤ ‖ψ̃‖

∫
R
|ξe|µ1e−

ξ2e
} dξe

≤ C}
µ1+1

2 .

This complete the proof of the lemma. �

We can now prove Lemma 5.16 making use of Lemma 5.37.

Proof of Lemma 5.16. We consider the term ∇jρeo , where ρeow
−meo∂neo is the output asso-

ciated to a colored tree T . Using Notations 5.23, we see that what we need to prove is
p∗(ρeo) ∈ F 1(Ω∗(Ã)) for T ∈ Ck0, and p∗(ρeo) ∈ F 0(Ω∗(Ã)) for T ∈ Ck1. Therefore we need to

consider
(∫

Ka
|∇jp∗(ρeo)|2

k
)2−k

for Ka = K ∩ {θ = a} as in Definition 5.15.

We observe that ∇jρeo can be expressed as C}d(T )Ik,T(~χ)dηeo = C}d(T )ζeodηeo , where C
is some constant, d(T ) is the number of vertices in T having color ] or [, and the inputs
~χ = (χj1 , . . . , χjk) are cut off functions (jl = 1, 2). T is obtained from from T by

• distributing the differentiation using Leibniz’s rule in ] or [ associated to a vertex to
the incoming edges ej’s of the vertex, and label ej with ν(ej) accordingly, and
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• putting a label ν(eo) at the outgoing edge eo according to the differentiation ∇j.

Since T and hence T is a directed trivalent tree with one outgoing edge eo, we compute and
find that κ(T) = −1 − d(T ) − j. Making use of Lemma 5.37, when T has an outgoing edge
eo, we see that

∇jρeo = C}d(T )ζeodηeo = }
d(T )−1−j−λ

2 ψ(ηλeoe
−
η2
eo
} )dηeo ,

and hence (∫ θ2

θ1

|∇jρeo|2
k

dθ

)2−k

≤ C}
d(T )−1−j−λ

2

(∫ θ2

θ1

|ηλeoe
−
η2
eo
} |2kdθ

)2−k

≤ C}
d(T )−1−j

2
+ 1

2k+1

for a fixed r > 0 using the polar coordinates (r, θ). If T does not have an outgoing edge from
the root vertex vr, we have

∇jρeo = }
κ(T)−µ1(vr)−µ2(vr)

2 ψ(ξµ1(vr)
vr ηµ2(vr)

vr e−
ξ2v+η2

v
2 )dηeo ,

which gives (∫ θ2

θ1

|∇jρeo |2
k

dθ

)2−k

≤ C0e
−C1

}

for any r > 0. Therefore we conclude that ρeo ∈ F 1−d(T )(Ω1(Ã)). �
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