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Abstract

This paper concerns the structural stability of smooth cylindrically symmetric transonic flows in a concentric cylinder. Both cylindrical and axi-symmetric perturbations are considered. The governing system here is of mixed elliptic-hyperbolic and changes type and the suitable formulation of boundary conditions at the boundaries is of great importance. First, we establish the existence and uniqueness of smooth cylindrical transonic spiral solutions with nonzero angular velocity and vorticity which are close to the background transonic flow with small perturbations of the Bernoulli’s function and the entropy at the outer cylinder and the flow angles at both the inner and outer cylinders independent of the symmetric axis, and it is shown that in this case, the sonic points of the flow are nonexceptional and noncharacteristically degenerate, and form a cylindrical surface. Second, we also prove the existence and uniqueness of axi-symmetric smooth transonic rotational flows which are adjacent to the background transonic flow, whose sonic points form an axi-symmetric surface. The key elements in our analysis are to utilize the deformation-curl decomposition for the steady Euler system introduced in [35] to deal with the hyperbolicity in subsonic regions and to find an appropriate multiplier for the linearized second order mixed type equations which are crucial to identify the suitable boundary conditions and to yield the important basic energy estimates.
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1 Introduction and main results

In this paper, we study the structural stability of some smooth cylindrically symmetric transonic spiral flows in a concentric cylinder Ω = {(x₁, x₂, x₃) : r₀ < r = √x₁² + x₂² <
The flow is governed by the following steady compressible Euler system

\[
\begin{aligned}
\partial_t (pu_1) + \partial_x (pu_2) + \partial_z (pu_3) &= 0, \\
\partial_t (pu_2) + \partial_x (pu_1 u_2) + \partial_z (pu_1 u_3) + \partial_x p &= 0, \\
\partial_t (pu_1 u_2) + \partial_x (pu_2 u_2) + \partial_z (pu_2 u_3) + \partial_x p &= 0, \\
\partial_t (pu_1 u_3) + \partial_x (pu_2 u_3) + \partial_z (pu_2 u_3) + \partial_x p &= 0, \\
\sum_{j=1}^{3} \partial_{x_j} (pu_j (e + \frac{1}{2} u^2) + u_j p) &= 0,
\end{aligned}
\]  

(1.1)

where \( u = (u_1, u_2, u_3)^t \), \( \rho, p \) are the velocity, the density and pressure respectively, \( e = e(\rho, p) \) represents the internal energy. Here we consider only the polytropic gas, therefore \( p = A(S)\rho^\gamma \), where \( A(S) = a e^S \) and \( \gamma \in (1, 3) \), \( a \) are positive constants, \( e = \frac{p}{(\gamma-1)\rho} \). Denote the Bernoulli’s function and the local sonic speed by \( B = \frac{1}{2} |u|^2 + \frac{2p}{(\gamma-1)\rho} \) and \( c(\rho, A) = \sqrt{A\gamma\rho^{\frac{\gamma-1}{2}}} \), respectively.

Introduce the cylindrical coordinates \((r, \theta, x_3)\)

\[
r = \sqrt{x_1^2 + x_2^2}, \quad \theta = \arctan \frac{x_2}{x_1}, \quad x_3 = x_3
\]

and decompose the velocity as \( u = U_1 e_r + U_2 e_\theta + U_3 e_3 \) with

\[
e_r = \begin{pmatrix} \cos \theta \\ \sin \theta \\ 0 \end{pmatrix}, \quad e_\theta = \begin{pmatrix} -\sin \theta \\ \cos \theta \\ 0 \end{pmatrix}, \quad e_3 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]

Then the system (1.1) can be rewritten as

\[
\begin{aligned}
\partial_r (\rho U_1) + \frac{1}{r} \partial_\theta (\rho U_2) + \frac{1}{r} \rho U_1 + \partial_3 (\rho U_3) &= 0, \\
(U_1 \partial_r + \frac{U_2}{r} \partial_\theta + U_3 \partial_3) U_1 + \frac{1}{r} \partial_3 p - \frac{U_2}{r} U_2 &= 0, \\
(U_1 \partial_r + \frac{U_2}{r} \partial_\theta + U_3 \partial_3) U_2 + \frac{1}{r} \partial_3 p + \frac{U_1 U_2}{r} &= 0, \\
(U_1 \partial_r + \frac{U_2}{r} \partial_\theta + U_3 \partial_3) U_3 + \frac{1}{r} \partial_3 p &= 0, \\
(U_1 \partial_r + \frac{U_2}{r} \partial_\theta + U_3 \partial_3) A &= 0.
\end{aligned}
\]  

(1.2)

In the cylindrical coordinates, the vorticity has the form curl \( u = \omega_r e_r + \omega_\theta e_\theta + \omega_3 e_3 \), where

\[
\begin{aligned}
\omega_r &= \frac{1}{r} \partial_\theta U_3 - \partial_3 U_2, \\
\omega_\theta &= \partial_3 U_1 - \partial_r U_3, \\
\omega_3 &= \frac{1}{r} \partial_r (r U_2) - \frac{1}{r} \partial_\theta U_1.
\end{aligned}
\]  

(1.3)

Courant and Friedrichs in [9, Section 104] had used the hodograph method to obtain some special planar radially symmetric flows including circulatory flows, purely radial flows and their superimposing (spiral flows). Circulatory flows and purely radial flows are radially symmetric flows with only angular and radial velocity, respectively. These radial symmetrical flows can be regarded as cylindrically symmetric flows in three-dimensional setting. It had been proved in [9] that spiral flows can take place only outside a limiting circular cylinder where the Jacobian of the hodograph transformation is zero and may change smoothly from

\[ r_1, x_3 \in \mathbb{R} \].
subsonic to supersonic or vice versa. We study the cylindrical symmetric smooth solutions in [37] by considering one side boundary value problem to the steady Euler system in a cylinder and analyze the dependence of the solutions on the boundary data, which suits our purpose for the investigation of structural stability of this special transonic flows in this paper. Here we deal with structural stability of a special class of smooth cylindrically symmetric, irrotational transonic spiral flows moving from the outer into the inner cylinders. More precisely, the background flow is described by smooth functions of the form \( u(x) = U_1(r)e_r + U_2(r)e_\theta \), \( \rho(x) = \rho(r) \) and \( p(x) = p(r) \), \( A(x) = A(r) \), solving the following system
\[
\begin{align*}
\frac{d}{dr} (\rho U_1) + \frac{1}{r} \rho U_1 &= 0, & 0 < r_0 < r < r_1, \\
U_1 U_1' + \frac{1}{\rho} \frac{d}{dr} \rho - \frac{U_2^2}{\rho} &= 0, & 0 < r_0 < r < r_1, \\
U_1 U_2' + \frac{U_1 U_2}{r} &= 0, & 0 < r_0 < r < r_1, \\
U_1 A' &= 0, & 0 < r_0 < r < r_1
\end{align*}
\]
(1.4)
with the boundary conditions at the outer cylinder \( r = r_1 \):
\[
\rho(r_1) = \rho_0 > 0, \quad U_1(r_1) = U_{10} \leq 0, \quad U_2(r_1) = U_{20} \neq 0, \quad A(r_1) = A_0 > 0.
\]
(1.5)
Let \( B_0 = \frac{1}{2}(U_{10}^2 + U_{20}^2) + \frac{\gamma}{\gamma - 1} A_0 \rho_0^{\gamma - 1} \) and denote the Mach numbers by
\[
M_{b1}(r) = \frac{U_{b1}(r)}{c(\rho_b, A_0)}, \quad M_{b2}(r) = \frac{U_{b2}(r)}{c(\rho_b, A_0)}, \quad M_b(r) = (M_{b1}(r), M_{b2}(r))^t.
\]
The following proposition had been established in [37].

**Proposition 1.1.** Suppose that the incoming flow is subsonic, i.e. \( A_0 \rho_0^{\gamma - 1} > U_{10}^2 + U_{20}^2 \).
Then there exist constants \( 0 < r^* < r_c < r_1 \), where \( r^* \) depends only on \( r_1, \gamma \) and the incoming flow at \( r_1 \),
\[
r_c = \sqrt{\frac{(\gamma + 1)(\kappa_1^2 + \kappa_2^2 \rho_c^2)}{2(\gamma - 1)B_0 \rho_c^3}}, \quad \rho_c = \left( \frac{2(\gamma - 1)B_0}{(\gamma + 1)\gamma A_0} \right)^{\frac{1}{\gamma - 1}}, \quad \kappa_1 = r_1 \rho_0 U_{10}, \quad \kappa_2 = r_1 U_{20},
\]
such that if \( r^* < r_0 < r_c \), there exists a unique smooth irrotational transonic spiral flow \((U_{b1}, U_{b2}, \rho_b, A_0)\) to (1.4)-(1.5) in \([r_0, r_1]\) with all sonic points located at the cylinder \( r = r_c \), which moves from the outer cylinder to the inner one. The total Mach number \( |M_b(r)| \) monotonically increases as \( r \) decreases from \( r_1 \) to \( r_0 \), and \( |M_b(r)| < 1 \) for any \( r \in (r_c, r_1) \) and \( |M_b(r)| > 1 \) for any \( r \in [r_0, r_c) \), but the radial Mach number \( |M_1(r)| \) is always less than 1 for any \( r \in [r_0, r_1] \). Moreover, all the sonic points are nonexceptional and noncharacteristically degenerate.

In particular, if \( U_{10} = 0 \), then \( U_1 \equiv 0, \quad A(r) \equiv A_0, \quad U_2(r) = \frac{\kappa_2}{r} \) and
\[
\rho(r) = \left( \frac{\gamma - 1}{A_0 \gamma} \right)^{\frac{1}{\gamma - 1}} \left( B_0 - \frac{\kappa_2^2}{2r^2} \right)^{\frac{1}{\gamma - 1}}, \quad r^* = \frac{|\kappa_2|}{\sqrt{2B_0}}.
\]
All the sonic points locate at the cylinder \( r = r_c = \sqrt{\frac{\gamma + 1}{2(\gamma - 1)B_0}} |\kappa_2| \). Also if \( U_{10} < 0 \), then \( U_1(r) < 0 \) for any \( r \in [r_0, r_1] \). Fix \( r_0 \in (r^*, r_c) \), we call this smooth transonic spiral flow
constructed in Proposition 1.1 on \([r_0, r_1]\) to be the background flow. Note that the background flow is always irrotational.

Our main concern in this paper is the structural stability of this background flow under suitable perturbations of the boundary data. Note that the existence and stability of subsonic circulatory flows outside a smooth profile have been studied extensively by [2, 3, 10, 11, 30]. Yet due to the degeneracy, the existence and structural stability of smooth transonic flows are substantially difficult. Following the definition by Bers [3], a sonic point in a \(C^2\) transonic flow is exceptional if and only if the velocity is orthogonal to the sonic curve at this point. Due to the nonzero angular velocity, all the sonic points of the background flow are nonexceptional and noncharacteristically degenerate. This is quite different from the recent important results obtained by Wang and Xin in [31, 33, 34], where the existence and uniqueness of smooth transonic flow of Meyer type in de Laval nozzles are proved and all the sonic points on the throat are exceptional and characteristically degenerate. In this paper, we will examine the structural stability of this kind of background flows by prescribing some physically acceptable boundary conditions at the entrance and exit and establish the existence and uniqueness of two classes of smooth transonic spiral flows with small nonzero vorticity, whose sonic points are all nonexceptional and noncharacteristic.

It seems quite difficult to analyze the structural stability of the background flow under generic three dimensional perturbations. Therefore, we consider here two classes of perturbations with special symmetries. First we investigate the structural stability under a perturbation which is independent of \(x_3\).Thus we will identify a class of physical acceptable boundary conditions at the circular cylinders respectively, and establish the existence and uniqueness of a class of smooth transonic spiral flows with small nonzero vorticity which are independent of the symmetry axis and close to the background flow. More precisely, we are looking for solutions to (1.2) with the form \((U_1(r, \theta), U_2(r, \theta), U_3(r, \theta) \equiv 0, \rho(r, \theta), p(r, \theta))\) satisfying

\[
\begin{align*}
\partial_r (\rho U_1) + \frac{1}{r} \partial_\theta (\rho U_2) + \frac{1}{r} \rho U_1 &= 0, \\
(U_1 \partial_r + \frac{U_2}{r} \partial_\theta) U_1 + \frac{1}{\rho} \partial_\theta p - \frac{U_2}{r} &= 0, \\
(U_1 \partial_r + \frac{U_2}{r} \partial_\theta) U_2 + \frac{1}{\rho} \partial_\theta p + \frac{U_1 U_2}{r} &= 0, \\
(U_1 \partial_r + \frac{U_2}{r} \partial_\theta) A &= 0
\end{align*}
\] (1.6)

with

\[
\begin{align*}
B(r_1, \theta) &= B_0 + \epsilon B_1(\theta), \\
A(r_1, \theta) &= A_0 + \epsilon A_1(\theta), \\
U_1(r_0, \theta) - l_0 U_2(r_0, \theta) &= a_0 + \epsilon g_0(\theta), \\
U_2(r_1, \theta) &= a_1 + \epsilon g_1(\theta)
\end{align*}
\] (1.7-1.10)

where \(B_1, A_1, g_0\) and \(g_1\) are given periodic functions with period \(2\pi\). \(l_0\) is a constant in a suitable range to be specified later and

\[
a_0 = U_{b1}(r_0) - l_0 U_{b2}(r_0), \quad a_1 = U_{20}.
\]

Since the Bernoulli’s quantity and the entropy satisfy transport equations, it is natural to prescribe the boundary conditions (1.7) and (1.8) at the entrance. We prescribe some
restrictions on the flow angles (1.9) and (1.10) at the entrance and exit, which are physically acceptable and experimentally controllable. The flow angle restrictions (1.9) and (1.10) are also admissible for the linearized mixed type potential equation from the mathematical point of view (see Lemma 3.5), and are helpful to yield the important basic energy estimates.

Clearly, due to the independence of $x_3$, the problem can be reduced to the stability theory for the background flow in the annulus $\Omega = \{(r, \theta) : r_0 < r < r_1, \theta \in [0, 2\pi]\}$.

**Notation.** $\| \cdot \|_k$ will denote the norm in the Sobolev space $H^k(\Omega)$ for $k = 1, 2, 3, 4$. $\| \cdot \|_{L^p}$ will be the norm in $L^p(\Omega)$ for any $1 \leq p \leq \infty$. Note that the estimate $\|uv\|_1 \leq C\|u\|_2\|v\|_1$ is true if $u \in H^2(\Omega)$, $v \in H^1(\Omega)$. $T_{2\pi}$ denotes the 1-d torus with period $2\pi$.

Then the first main result can be stated as follows.

**Theorem 1.2.** Assume that $\gamma \in (1, 3)$. Let a background flow with nonzero radial velocity $U_{b1} \neq 0$ be given such that

$$4 - (3 - \gamma)|M_b(r_0)|^2 > 0. \quad (1.11)$$

Then for any constant $l_0$ with

$$l_0 \notin \left( \frac{M_{b1}(r_0)M_{b2}(r_0) - \sqrt{|M_b(r_0)|^2 - 1}}{1 - M_{b1}^2(r_0)}, \frac{M_{b1}(r_0)M_{b2}(r_0) + \sqrt{|M_b(r_0)|^2 - 1}}{1 - M_{b1}^2(r_0)} \right), \quad (1.12)$$

and any boundary data $g_0 \in H^3(T_{2\pi})$, $g_1 \in C^{3, \alpha}(T_{2\pi})$ and $(B_1, A_1) \in (C^{4, \alpha}(T_{2\pi}))^2$ for some $\alpha \in (0, 1)$, there exists a small constant $\epsilon_0$ depending on the background flow, $l_0$ and boundary datum $g_0, g_1, B_1, A_1$, such that for any $0 < \epsilon < \epsilon_0$, the problem (1.6) has a unique smooth transonic solution with possible nonzero vorticity $(U_1, U_2, B, A) \in (H^3(\Omega))^2 \times (H^4(\Omega))^2$, which satisfies the boundary conditions (1.7)-(1.10) and the estimate

$$\|U_1 - U_{b1}\|_3 + \|U_2 - U_{b2}\|_3 + \|B - B_0\|_4 + \|A - A_0\|_4 \leq C\epsilon, \quad (1.13)$$

for some constant $C$ depending only on the background flow and the boundary datum.

Moreover, all the sonic points form a closed arc with a parametric representation $r = s(\theta) \in C^1(T_{2\pi})$. The sonic curve is closed to the background sonic circle in the sense that

$$\|s(\theta) - r_c\|_{C^1(T_{2\pi})} \leq C\epsilon. \quad (1.14)$$

**Remark 1.3.** In fact, in the uniformly subsonic flow region $\Omega_{us}$, the regularity of the transonic flows can be improved to be $(U_1, U_2, B, A) \in (C^{3, \alpha}(\Omega_{us}))^2 \times (C^{4, \alpha}(\Omega_{us}))^2$, where $\Omega_{us} = \{(r, \theta) : r_c + \eta_0 < r < r_1, \theta \in T_{2\pi}\}$ for any $0 < \eta_0 < r_1 - r_c$.

**Remark 1.4.** Compared with the existence results of continuous subsonic-sonic or smooth transonic flows obtained in [31, 33, 34], the flow constructed in Theorem 1.2 can have a small nonzero vorticity. As far as we know, this is the first result about the existence of nontrivial smooth transonic flows with nonzero vorticity.

**Remark 1.5.** In the case $|M_b(r_0)|^2 > \frac{1}{3 - \gamma}$, since the total Mach number $|M_b(r)|^2$ is strictly decreasing as $r$ increases, there exists a $\tilde{r}_0 \in (r_0, r_1)$ such that $\frac{4}{3 - \gamma} > |M_b(\tilde{r}_0)|^2 > 1 > M_{b1}^2(\tilde{r}_0)$. One may focus on the transonic flow region $\tilde{\Omega} := \{\tilde{r}_0 < r < r_1, \theta \in [0, 2\pi]\}$. The extension of flow from $\tilde{\Omega}$ to $\Omega$ can be obtained by the well-developed theory for hyperbolic equations since the flow is purely supersonic in the subregion $\{(r, \theta) : r_0 < r < \tilde{r}_0\}$. The restriction (1.11) is acceptable in this sense. If one considers further the case with $\gamma \geq 3$, the condition (1.11) is automatically satisfied.
Remark 1.6. The requirement that the background flow should have a nonzero radial velocity can be removed if one considers only perturbations within the class of irrotational flows, i.e. $B_1(\theta) = A_1(\theta) \equiv 0$. In that case, there is no hyperbolicity in subsonic regions. Furthermore, the regularity assumptions on the boundary datum are weaken to be $(g_0, g_1) \in (H^3(\Omega))^2$. See Theorem 3.1 for more details.

Remark 1.7. There is a loss of derivatives in estimating the mixed type first order partial differential equations. To recover it, we introduce the stream function and observe that the regularity of the transonic flows in the uniformly subsonic region can be improved if the boundary datum at the entrance have better regularity. See Section 3.2 for detailed explanations.

Remark 1.8. There exists also a class of smooth irrotational transonic flows moving from the inner cylinder to the outer one (see [37]). The speed of these flows decelerates smoothly from supersonic to subsonic. Such a transonic flow is also structurally stable under the same perturbations as in (1.9)-(1.10) within the class of irrotational flows. However, it seems difficult to improve the regularity of the flow in the uniformly supersonic region near the entrance. Therefore the loss of derivatives can not be recovered by the way developed in Section 3.2 and it is not clear whether Theorem 1.2 holds or not for this kind of transonic flows.

Next we examine the structural stability of the background flow under suitable axisymmetric perturbations, therefore the problem simplifies to find axisymmetric transonic flows in a concentric cylinder $\mathbb{D} = (r_0, r_1) \times \mathbb{R}$ satisfying suitable boundary conditions on the inner and outer cylinder respectively. Assume that the velocity and the density are of the form

$$ u(x) = U_1(r, x_3)e_r + U_2(r, x_3)e_\theta + U_3(r, x_3)e_3, \quad \rho(x) = \rho(r, x_3), \quad A(x) = A(r, x_3), \quad (1.15) $$

then the system (1.2) reduces to

$$ \begin{cases}
\partial_r (\rho U_1) + \frac{1}{r} \rho U_1 + \partial_3 (\rho U_3) = 0, \\
(U_1 \partial_r + U_3 \partial_3) U_1 + \frac{1}{\rho} \partial_r \rho - \frac{U_1^2}{r} = 0, \\
(U_1 \partial_r + U_3 \partial_3) U_2 + \frac{U_1 U_2}{r} = 0, \\
(U_1 \partial_r + U_3 \partial_3) U_3 + \frac{1}{\rho} \partial_3 \rho = 0, \\
(U_1 \partial_r + U_3 \partial_3) A = 0.
\end{cases} \quad (1.16) $$

The system (1.16) is an elliptic-hyperbolic coupled system, in which $r U_2, A$ and $B$ satisfy the transport equations. So it is reasonable to prescribe the following boundary conditions on the outer cylinder $\{(r_1, x_3) : x_3 \in \mathbb{R}\}$:

$$ \begin{cases}
U_2(r_1, x_3) = U_{20} + \epsilon q_2(x_3), \quad U_3(r_1, x_3) = \epsilon q_3(x_3) \\
A(r_1, x_3) = A_1 + \epsilon \tilde{A}_1(x_3), \quad B(r_1, x_3) = B_1 + \epsilon \tilde{B}_1(x_3),
\end{cases} \quad (1.17) $$

with $q_1(x_3), q_2(x_3), \tilde{A}_1(x_3), \tilde{B}_1(x_3) \in C^{2,\alpha}(\mathbb{R})$ and $\epsilon$ small enough. The boundary condition posed on the inner cylinder $\{(r_0, x_3) : x_3 \in \mathbb{R}\}$ is

$$ U_1(r_0, x_3) = U_{10} + \epsilon q_3(x_3), \quad (1.18) $$

with $q_3(x_3) \in C^{2,\alpha}(\mathbb{R})$. For simplicity, we also assume that $q_k, k = 1, 2, 3$ and $\tilde{B}_1, \tilde{A}_1$ have compact supports. It is expected that the flow will tend to the background state as $x_3 \to \pm \infty$:

$$ \lim_{x_3 \to \pm \infty} (U_1, U_2, U_3, P, A)(r, x_3) = (U_{b1}(r), U_{b2}(r), 0, P_0, A_0). \quad (1.19) $$
Then the following theorem on the existence and uniqueness of smooth axi-symmetric transonic spiral flows with small nonzero vorticity holds.

**Theorem 1.9.** Given any background flow with nonzero radial velocity \( U_{b1} \neq 0 \), for any smooth \( C^{2,\alpha}(\mathbb{R}) \) functions \( \tilde{B}_1, \tilde{A}_1 \) and \( q_k, k = 1, 2, 3 \) with compact supports, there exists a small constant \( \epsilon_0 \) depending only the background flow and boundary datum, such that if \( 0 < \epsilon \leq \epsilon_0 \), there exists a unique smooth transonic flow with nonzero vorticity

\[
 u = U_1(r, x_3)e_r + U_2(r, x_3)e_\theta + U_3(r, x_3)e_3, \quad A(x) = A(r, x_3), \quad B(x) = B(r, x_3)
\]

to (1.16) with (1.17), (1.18) and (1.19), and the following estimate holds

\[
 \sum_{j=1}^{2} \| U_j - U_{bj} \|_{C^{2,\alpha}(D)} + \| U_3 \|_{C^{2,\alpha}(D)} + \| B - B_0 \|_{C^{2,\alpha}(D)} + \| A - A_0 \|_{C^{2,\alpha}(D)} \leq C\epsilon, \quad (1.20)
\]

for some constant \( C \) depending only on the background solution and the boundary datum.

Moreover, all the sonic points form an axisymmetric surface with a parametric representation \( r = \chi(x_3) \in C^1(\mathbb{R}) \) extending from \(-\infty\) to \(\infty\). The sonic surface is closed to the background sonic cylinder in the sense that

\[
 \| \chi(x_3) - r_c \|_{C^1(\mathbb{R})} \leq C\epsilon \quad (1.21)
\]

and

\[
 \lim_{x_3 \to \pm\infty} \chi(x_3) = r_c. \quad (1.22)
\]

**Remark 1.10.** Similar results can be obtained if one prescribes the vertical velocity \( U_3 \) and the pressure \( P \) at the inner and outer cylinder respectively, instead of the radial velocity \( U_1 \) and the vertical velocity \( U_3 \) in (1.17)–(1.18).

**Remark 1.11.** The requirement that the background flow has a nonzero radial velocity can be removed for perturbations within the classes of axi-symmetric transonic irrotational flows, i.e. \( q_2 = \tilde{A}_1 = \tilde{B}_1 \equiv 0 \).

**Remark 1.12.** There may exist another class of smooth irrotational transonic flow \( u(x) = \partial_r \phi(r, x_3)e_r + \frac{\partial \phi}{\partial r}e_\theta + \partial_{x_3} \phi(r, x_3)e_3 \) with a nonzero constant \( \kappa_2 \), which is not adjacent to the background transonic flow. The potential function \( \phi \) will satisfy a second order mixed type differential equation with coefficients depending not only on \( |\nabla \phi|^2 \) but also on the space variable \( r \). Some new difficulties arise from applying the Bernstein’s method to get a fine gradient estimate. This will be reported in a forthcoming paper.

The theory of transonic fluid flows is closely related to the studies of the well-posedness theory for the mixed type partial differential equations. There are several classical mixed type PDEs which are closely related to the transonic fluid flows, such as Tricomi’s equation, Keldysh’s equation and the Von Karman equation, one may refer to [24, 25, 27, 28, 29] and the references therein for more details. Morawetz [22, 23] proved the nonexistence of a smooth solution to the perturbation for flow with a local supersonic region over a solid airfoil. Friedrichs [12] initiated a general and powerful theory of positive symmetric systems of first order and there are many important further development and applications to boundary value problems of equations of mixed type [14, 17, 21, 26]. Kuzmin [16] had investigated the
nonlinear perturbation problem of an accelerating smooth transonic irrotational basic flow with some artificial boundary conditions in the potential and stream function plane. However, the existence of such a basic flow to the Chaplygin equation was not shown and the physical meaning of the boundary conditions was also not clear.

The existence of subsonic-sonic weak solutions to the 2-D steady potential equation were proved in [6, 38, 39] by utilizing the compensated compactness and later on the authors [7, 15] examined the subsonic-sonic limit for multidimensional potential flows and steady Euler flows. However, the solutions obtained by the subsonic-sonic limit only satisfy the equations in the sense of distribution and there is no information about the regularity and degeneracy properties near sonic points and their distribution in flow region. Recently, in a series of papers [31, 32, 33, 34], Wang and Xin have established the existence and uniqueness of Lipschitz continuous subsonic-sonic flows and smooth transonic flows of Meyer type in De Laval nozzles with a detailed description of sonic curve. In particular, under the assumption that the nozzle is suitably flat at its throat, they showed the existence and uniqueness of smooth transonic irrotational flows of Meyer type. The sonic points can locate only at the throat of the nozzle and the points on the nozzle wall with positive curvature. The sonic points at the throat are exceptional and strongly degenerate in the sense that all the characteristics from sonic points coincide with the sonic line and can not approach the supersonic region.

We make some comments on the key ingredients in our mathematical analysis for Theorem 1.2 and 1.9. The authors in [31, 32, 33, 34] employed the Chaplygin equations in the plane of the velocity potential and the stream function and used the comparison principle as a main tool to analyze the subsonic-sonic flows. However, due to the nonzero angular velocity, the sonic points in our case are expected to be nonexceptional and the transformed sonic curve in the potential-stream functions plane is not a straight line in general, which is different from the cases studied by Wang and Xin, it seems quite difficult to adapt their methods to our case. We need to find a different approach to deal with the flow with nontrivial vorticity. The steady Euler system is elliptic-hyperbolic mixed in subsonic regions and degenerates at sonic points. To circumvent this obstacle, we utilize the deformation-curl decomposition for the steady Euler system established by the first two authors in [35, 36] to effectively decouple the hyperbolic and elliptic modes. This decomposition is based on a simple observation that one can rewrite the density equation as a Frobenius inner product of a symmetric matrix and the deformation matrix by using the Bernoulli’s law. The vorticity is resolved by an algebraic equation of the Bernoulli’s function and the entropy.

To explain the key ideas clearly, we first investigate the well-posedness theory to the linearized mixed type second order equation within the class of irrotational flows. By exploring some key properties of the background flows, we are able to find a class of multipliers and identify a class of admissible boundary conditions for the linearized problem, and this helps to yield the basic energy estimate and the high order derivatives estimates. Galerkin’s method with Fourier series will be used for the construction of the approximated solutions and a simple contraction mapping argument will yield the solution to the nonlinear problem.

To further treat the rotational flows, note that the basic energy estimate for the linearized mixed type potential equation only helps to gain one order derivative regularity (see the $H^1$ estimate in Lemma 3.5), so that the iteration designed by the first two authors in [35] for purely subsonic flows does not work in this case. We will choose some appropriate function spaces to design an elaborate two-layer iteration scheme to find the fixed point to the nonlinear problem. By requiring one order higher regularity of the boundary datum for the Bernoulli’s
function and the entropy than those of the flow angles, we gain one more order derivatives estimates for the Bernoulli’s function and the entropy than the velocity with the help of the stream function and the higher regularity of the flows in subsonic region. This is crucial for us to close the energy estimates.

The analysis of axi-symmetric transonic flows turns out to be simpler than those of the cylindrical transonic spiral flows. Again using the deformation-curl decomposition for the steady Euler equations in [35, 36], it will be shown that $U_1$ and $U_3$ satisfy a first order elliptic system when linearized around the background transonic flows. The quantities $rU_2, B$ and $S$ are conserved along the particle trajectory. The maximum principle and some suitable barrier functions are employed to obtain some uniform estimates to the second order elliptic equation. The far field behavior will be examined by a blow-up argument.

This paper will be arranged as follows. In Section 2, we state some key properties of the background flows which will play an important role in searching for an appropriate multiplier to the linearized mixed type potential equation. In Section 3, we first establish the basic and higher order energy estimates to the linearized mixed potential equations and construct approximated solutions by a Galerkin method. Then we employ the deformation-curl decomposition for the steady Euler system and design a two-layer iteration to demonstrate the existence of smooth transonic rotational flows. In Section 4, we consider the structural stability of the background flows within the class of axi-symmetric flows.

2 Some properties of the background flow

In the following, we derive some special properties of the background flow, which plays a key role in establishing the basic energy estimate for the linearized mixed type potential equation. It follows from (1.4) that

\[
\begin{align*}
\rho_b'(r) &= \frac{(M_{b1}^2 + M_{b2}^2)}{r(1 - M_{b1}^2)} \rho_b, \\
U_{b1}'(r) &= -\frac{1 + M_{b2}^2}{r(1 - M_{b1}^2)} U_{b1}, \quad U_{b2}'(r) = -\frac{1}{r} U_{b2}, \\
(M_{b1})'(r) &= \frac{M_{b1}}{r(M_{b1}^2 - 1)} (2 - (\gamma - 1)M_{b1}^2 + (\gamma + 1)M_{b3}^2), \\
(M_{b2})'(r) &= \frac{M_{b2}}{r(M_{b1}^2 - 1)} (2 - (\gamma - 3)M_{b1}^2 + (\gamma - 1)M_{b3}^2), \\
(|M_b|^2)'(r) &= \frac{|M_b|^2}{r(M_{b1}^2 - 1)} (2 + (\gamma - 1)|M_b|^2).
\end{align*}
\]

Thus the total Mach number of the background flow monotonically increases as $r$ decreases since $M_{b1}^2(r) < 1$ for any $r \in [r_0, r_1]$.

For later use, we define

\[
\begin{align*}
e_1(r) &= \frac{c^2(\rho_b) + U_{b2}^2}{r} + \frac{(\gamma + 1)(1 + M_{b2}^2)}{r(1 - M_{b1}^2)} U_{b1}^2 - \frac{(\gamma - 1)U_{b1}^2}{r} > 0, \quad \forall r \in [r_0, r_1], \\
e_2(r) &= \frac{2(1 - M_{b1}) + (\gamma - 1)|M_b|^2}{1 - M_{b1}^2} \frac{U_{b1} U_{b2}}{r^2},
\end{align*}
\]
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Proposition 2.1. Let \((U_{b1}, U_{b2}, \rho_b, A_0)\) be the background transonic flow, then the following identities hold for any \(r \in [r_0, r_1]\)

\[
k_{b2}(r) \equiv 0, \quad 2k_{b1}k_{b22} + k'_{b22}(r) = \frac{r_{b2}^2}{r(1-M_{b1}^2)} \left( 4 - (3 - \gamma)(M_{b1}^2 + M_{b2}^2) \right), \tag{2.2}
\]

\[
2k_{b1}k_{b33} + k'_{b33}(r) = \frac{2 + 2M_{b2}^2 + (\gamma - 1)M_{b1}^2|\mathbf{M}_b|^2}{r(1-M_{b1}^2)} > 0. \tag{2.3}
\]

**Proof.** To simplify notations, we denote \(A_{b11}(r) = c^2(\rho_b) - U_{b1}^2\) and \(A_{b12}(r) = -\frac{1}{2}U_{b1}U_{b2}\). Then \(f'(r) = -\frac{A_{b12}}{A_{b11}}\). Direct calculations show that \(k_{b2} = \frac{I}{A_{b11}}\), where

\[
I = -e_1A_{b12} + A_{b11}e_2 - A_{b11}A_{b12} + A_{b12}A_{b11}
\]

\[
= \frac{U_{b1}U_{b2}}{r} \left\{ \frac{c^2(\rho_b) + U_{b2}^2}{r} + \frac{(\gamma + 1)(1 + M_{b2}^2)}{r(1 - M_{b1}^2)} U_{b1}^2 - \frac{(\gamma - 1)U_{b1}^2}{r} \right\}
\]

\[
+ A_{b11} \left\{ \frac{2(1 - M_{b1}^2) + (\gamma - 1)|\mathbf{M}_b|^2}{1 - M_{b1}^2} U_{b1}U_{b2} - \frac{U_{b1}U_{b2}}{r^2} + \frac{U'_{b1}U_{b2} + U_{b1}U'_{b2}}{r} \right\}
\]

\[
- A_{b12} \{ (\gamma + 1)U_{b1}U_{b1}' + (\gamma - 1)U_{b2}U_{b2}' \}
\]

\[
= \frac{(2 - \gamma)U_{b1}U_{b2}}{r^2} \left\{ U_{b1}^2 + U_{b2}^2 - (c^2(\rho_b) + U_{b2}^2) + A_{b11} \right\}
\]

\[
\equiv 0.
\]

Moreover, one can calculate that

\[
k'_{b22}(r) = \frac{-2(1 - |\mathbf{M}_b|^2)}{r^2(1 - M_{b1}^2)^2} - \frac{2(1 - |\mathbf{M}_b|^2)}{r^2(1 - M_{b1}^2)^3} \frac{M_{b1}^2(2(1 - M_{b1}^2) + (\gamma + 1)|\mathbf{M}_b|^2)}{r(1 - M_{b1}^2)}
\]

\[
+ \frac{1}{r^2(1 - M_{b1}^2)^2} \frac{|\mathbf{M}_b|^2(2 + (\gamma - 1)|\mathbf{M}_b|^2)}{r(1 - M_{b1}^2)}
\]

\[
= \frac{(\gamma - 1)|\mathbf{M}_b|^4 + 4|\mathbf{M}_b|^2 - 2 - 2M_{b1}^2(1 - |\mathbf{M}_b|^2)}{r^2(1 - M_{b1}^2)^3} - \frac{2(\gamma + 1)M_{b1}^2|\mathbf{M}_b|^2(1 - |\mathbf{M}_b|^2)}{r^2(1 - M_{b1}^2)^4}.
\]
Therefore
\[
2k_{b1}k_{b22} + k_{b22}' = \frac{2(1 - |M_b|^2)}{r^3(1 - M_{b1}^2)^3} \left( 1 + M_{b1}^2 + |M_b|^2 + \frac{(\gamma + 1)M_{b1}^2|M_b|^2}{1 - M_{b1}^2} \right)
+ \frac{(\gamma - 1)|M_b|^4 + 4|M_b|^2 - 2 - 2M_{b1}^2(1 - |M_b|^2)}{r^3(1 - M_{b1}^2)^3} - \frac{2(\gamma + 1)M_{b1}^2|M_b|^2(1 - |M_b|^2)}{r^3(1 - M_{b1}^2)^4}

= \frac{|M_b|^2}{r^3(1 - M_{b1}^2)^3} \left( 4 - (3 - \gamma)|M_b|^2 \right).
\]

On the other hand, we have
\[
k_{b33}'(r) = -\frac{M_{b1}^2}{r(1 - M_{b1}^2)} \left\{ 2 + (\gamma - 1)M_{b1}^2 + (\gamma + 1)M_{b2}^2 \right\}
\]
and
\[
2k_{b1}k_{b33} + k_{b33}' = \frac{2}{r(1 - M_{b1}^2)^3} \left\{ (1 + |M_b|^2 + M_{b1}^2)(1 - M_{b1}^2) + (\gamma + 1)M_{b1}^2|M_b|^2 \right\}
- \frac{M_{b1}^2}{r(1 - M_{b1}^2)^3} \left\{ 2 + (\gamma - 1)M_{b1}^2 + (\gamma + 1)M_{b2}^2 \right\}
\]
\[
= \frac{2 + 2M_{b2}^2 + (\gamma - 1)M_{b1}^2|M_b|^2}{r(1 - M_{b1}^2)^3}.
\]
Thus the proposition is proved.

\[\square\]

3 Smooth cylindrical transonic flows with nonzero vorticity

Since the background flow changes smoothly from subsonic at the outer circular cylinder to supersonic at the inner one, the linearized potential equation is of mixed type in \(\Omega\). We would concentrate on searching for an appropriate multiplier and identifying suitable boundary conditions for the linearized mixed type potential equation. To illustrate the main ideas, we start with the potential flows.

3.1 Irrotational flows

For a potential flow, the vorticity being free implies that, in terms of the polar coordinates,
\[
\frac{1}{r} \partial_r (rU_2) - \frac{1}{r} \partial_r U_1 = 0, \quad \text{in } \Omega
\]
(3.1)
and
\[
\rho = \left( \frac{\gamma - 1}{A_0} \right)^{\frac{1}{\gamma - 1}} \left( B_0 - \frac{1}{2}(U_1^2 + U_2^2) \right)^{\frac{1}{\gamma - 1}}.
\]
(3.2)
Therefore (1.6) is reduced to the following boundary value problem in Ω:

\begin{align}
\begin{cases}
\partial_r (r \rho U_1) + \partial_\theta (\rho U_2) = 0, \\
\frac{1}{r} \partial_r (r U_2) - \frac{1}{r} \partial_\theta U_1 = 0, \\
U_1(r_0, \theta) - l_0 U_2(r_0, \theta) = a_0 + \epsilon g_0(\theta), \\
U_2(r_1, \theta) = a_1 + \epsilon g_1(\theta).
\end{cases}
\end{align}

(3.3)

Recall that \(l_0\) is a constant in a suitable range to be specified and

\[ a_0 = U_{b1}(r_0) - l_0 U_{b2}(r_0), \quad a_1 = U_{20}. \]

The existence and uniqueness of smooth irrotational transonic flows can written as follows.

**Theorem 3.1.** Let the background flow and \(l_0\) be given as in Theorem 1.2 except the assumption \(U_{b1} \neq 0\). Assume that \(g_0, g_1 \in H^3(\mathbb{T}_{2\pi})\). Then there exists a small constant \(\epsilon_0\) depending on the background flow, \(l_0\) and \(g_0, g_1\), such that for any \(0 < \epsilon < \epsilon_0\), the problem (3.3) has a unique smooth transonic irrotational solution \((U_1, U_2) \in H^3(\Omega) \subset C^{1,\alpha}(\Omega)\) with the estimate

\[ \|U_1 - U_{b1}\|_3 + \|U_2 - U_{b2}\|_3 \leq C\epsilon. \]

(3.4)

Moreover, all the sonic points form a closed arc with a parametric representation \(r = s(\theta) \in C^1(\mathbb{T}_{2\pi})\) with any \(\alpha \in (0, 1)\). The sonic curve is closed to the background sonic circle in the sense that

\[ \|s(\theta) - r_c\|_{C^1(\mathbb{T}_{2\pi})} \leq C\epsilon. \]

(3.5)

**Remark 3.2.** Compared with Theorem 1.2, the assumption that the background solution should have a nonzero radial velocity \(U_{b1} \neq 0\) is removed for potential flows here, since there is no need to solve the transport equations for the Bernoulli’s function and the entropy in this case.

**Remark 3.3.** All the sonic points to the transonic irrotational solution obtained in Theorem 3.1 are nonexceptional and noncharacteristically degenerate.

**Remark 3.4.** The cylindrically symmetric smooth transonic flows where the fluid moves from the inner to the outer circle are also structurally stable under the same perturbations as in (3.3) within the class of irrotational flows.

Since \(\Omega\) is non simply connected and the background flow has a nonzero circulation, the potential function corresponding to the background flow is \(\phi_b(r, \theta) = \int_{r_1}^r U_{b1}(s) \, ds + r_1 U_{b2},\) which is not periodic in \(\theta\). To avoid the trouble, we denote the difference between the flow and the background flow by

\[ \hat{U}_1 = U_1 - U_{b1}, \quad \hat{U}_2 = U_2 - U_{b2}, \quad \hat{\rho} = \rho - \rho_b, \]

(3.6)

then \(\hat{U}\) and \(\hat{\rho}\) satisfy

\begin{align}
\begin{cases}
\partial_r \left( r (\rho_b \hat{U}_1 + (U_{b1} + \hat{U}_1) \hat{\rho}) \right) + \partial_\theta \left( \rho_b \hat{U}_2 + (U_{b2} + \hat{U}_2) \hat{\rho} \right) = 0, \\
\frac{1}{r} \partial_r (r \hat{U}_2) - \frac{1}{r} \partial_\theta \hat{U}_1 = 0, \\
\hat{U}_1(r_0, \theta) - l_0 \hat{U}_2(r_0, \theta) = \epsilon g_0(\theta), \\
\hat{U}_2(r_1, \theta) = \epsilon g_1(\theta).
\end{cases}
\end{align}

(3.7)
Define the potential function
\[ \phi(r, \theta) = \int_{r_1}^{r} \hat{U}_1(\tau, \theta)d\tau + \int_{0}^{\theta} (r_1 \hat{U}_2(r_1, \tau) + d_0)d\tau, \]
where \( d_0 \) is introduced so that \( \phi(r, \theta) = \phi(r, \theta + 2\pi) \). Indeed, \( d_0 = -\epsilon r_1 \hat{g}_1 \) with \( \hat{g}_1 \equiv \frac{1}{2\pi} \int_0^{2\pi} g_1(\tau)d\tau \). Then \( \phi \) is periodic in \( \theta \) with period \( 2\pi \) and satisfy
\[ \partial_r \phi = \hat{U}_1, \quad \partial_\theta \phi = r\hat{U}_2 + d_0. \] (3.8)

Substituting (3.8) into (3.7) yields that \( \phi \) satisfies a second order mixed type equation
\[
\begin{align*}
L\phi &\equiv A_{11}\partial_r^2 \phi + A_{22}\partial_\theta^2 \phi + (A_{12} + A_{21})\partial_\theta \partial_r \phi + e_1(r)\partial_r \phi + e_2(r)\partial_\theta \phi = F(U_1, U_2), \\
\partial_r \phi(r_0, \theta) - l_0 \frac{1}{\tau_0} \partial_\theta \phi(r_0, \theta) &= \epsilon g_0(\theta) - l_0 \frac{1}{\tau_0} d_0, \\
\partial_\theta \phi(r_1, \theta) &= d_0 + r_1 \epsilon g_1(\theta), \\
\phi(r_1, 0) &= 0.
\end{align*}
\] (3.9)

where
\[
\begin{align*}
A_{11}(U_1, U_2) &= c^2(\rho) - U_1^2, \quad A_{22}(U_1, U_2) = \frac{c^2(\rho) - U_2^2}{r^2}, \\
A_{12}(U_1, U_2) &= A_{21}(U_1, U_2) = -\frac{U_1 U_2}{r}, \\
F(U_1, U_2) &= e_2(r)d_0 + \left(\frac{\gamma + 1}{2} U_{b1} + \frac{\gamma - 1}{2r} U_{b1}\right)\hat{U}_1 + \left(\frac{\gamma - 1}{2} U_{b1} + \frac{\gamma - 3}{2r} U_{b1}\right)\hat{U}_2 \\
&\quad - \frac{c^2(\rho) + U_2^2 - c^2(\rho_b) - U_{b2}^2}{r} \hat{U}_1.
\end{align*}
\]

3.1.1 Linearized problem

Denote the function space
\[ \mathcal{X} = \{ \phi \in H^4(\Omega), \|\phi\|_4 \leq \delta_0 \}, \]
where \( \delta_0 > 0 \) will be specified later. For any function \( \bar{\phi} \in \mathcal{X} \), define
\[ \hat{U}_1 = U_{b1} + \partial_r \bar{\phi}, \quad \hat{U}_2 = U_{b2} + \frac{1}{r} \partial_\theta \bar{\phi} - \frac{d_0}{r}. \]

We will construct an operator \( \mathcal{T}: \bar{\phi} \in \mathcal{X} \mapsto \phi \in \mathcal{X} \), where \( \phi \) will be obtained by solving the following linear mixed-type second-order partial differential equation
\[
\begin{align*}
L\phi &\equiv A_{11} \hat{U}_1 \hat{U}_2 \partial_r^2 \phi + A_{22} \hat{U}_1 \hat{U}_2 \partial_\theta^2 \phi + 2A_{12} \hat{U}_1 \hat{U}_2 \partial_\theta \partial_r \phi \\
&\quad + e_1(r)\partial_r \phi + e_2(r)\partial_\theta \phi = F(\hat{U}_1, \hat{U}_2), \\
\partial_r \phi(r_0, \theta) - \frac{l_0}{\tau_0} \partial_\theta \phi(r_0, \theta) &= \epsilon g_0(\theta) - \frac{l_0}{\tau_0} d_0 = O(\epsilon), \\
\partial_\theta \phi(r_1, \theta) &= d_0 + r_1 \epsilon g_1(\theta) = O(\epsilon), \\
\phi(r_1, 0) &= 0,
\end{align*}
\] (3.10)
with the coefficients satisfying the following estimates

\[
\begin{align*}
\|A_{ij}(\bar{U}, \bar{U}) - A_{ij}(U_{b1}, U_{b2})\|_2 &\leq C_0\delta_0, \quad i, j = 1, 2, \\
\|F(\bar{U}, \bar{U})\|_2 &\leq C_0(\epsilon + \delta_0^3).
\end{align*}
\]

(3.11)

Here and in the following the constant \(C_0\) depends only the background flow, the boundary datum and \(l_0\) and may change from line to line.

Define a new coordinate \((y_1, y_2)\) as

\[
y_1 = r, \quad y_2 = f(r) + \theta,
\]

where

\[
f(r) = -\int_{r_0}^{r} \frac{A_{b12}(\tau)}{A_{b11}(\tau)} \, d\tau = \int_{r_0}^{r} \frac{M_{b1}M_{b2}(\tau)}{1 - M_{b1}^2(\tau)} \, d\tau.
\]

Set the function \(\hat{\phi}(y_1, y_2) = \phi(y_1, y_2 - f(y_1))\). Then (3.10) can be written as

\[
\begin{align*}
\hat{L}\hat{\phi} &\equiv \sum_{i,j=1}^2 k_{ij}\partial^2_{y_i y_j}\hat{\phi} + \sum_{i=1}^2 k_i\partial_{y_i}\hat{\phi} = \frac{F(\bar{U}, \bar{U})}{A_{b11}(\bar{U}, \bar{U})} =: \hat{F}(\bar{U}, \bar{U}), \\
r_0\partial_{y_1}\hat{\phi}(r_0, y_2) + (r_0 f'(r_0) - l_0)\partial_{y_2}\hat{\phi}(r_0, y_2) = g_2(y_2), \\
\partial_{y_2}\hat{\phi}(r_1, y_2) = g_3(y_2), \\
\hat{\phi}(r_1, f(r_1)) = 0,
\end{align*}
\]

(3.12)

where \((y_1, y_2) \in (r_0, r_1) \times \mathbb{T}_{2\pi}\) and

\[
\begin{align*}
k_{11} &\equiv 1, \quad k_{12}(\bar{U}, \bar{U}) = k_{21}(\bar{U}, \bar{U}) = \frac{A_{12}(\bar{U}, \bar{U}) + A_{11}(\bar{U}, \bar{U})f'(y_1)}{A_{b11}(\bar{U}, \bar{U})}, \\
k_{22}(\bar{U}, \bar{U}) &\equiv \frac{A_{22}(\bar{U}, \bar{U}) + (A_{12} + A_{21})(\bar{U}, \bar{U})f'(y_1)}{A_{b11}(\bar{U}, \bar{U})} + (f'(y_1))^2, \\
k_1(\bar{U}, \bar{U}) &\equiv \frac{e_1(y_1)}{A_{b11}(\bar{U}, \bar{U})}, \quad k_2(\bar{U}, \bar{U}) = f''(y_1) + \frac{e_1(y_1)f'(y_1) + e_2(y_1)}{A_{b11}(\bar{U}, \bar{U})}, \\
g_2(y_2) &\equiv r_0\epsilon g_0(y_2) - l_0d_0, \quad g_3(y_2) = d_0 + r_1\epsilon g_1(y_2 - f(r_1)).
\end{align*}
\]

Then it follows from the definitions in Section 2 and the facts that \(A_{b12}(y_1) + A_{b11}(y_1)f'(y_1) \equiv 0\) and \(k_{b2}(y_1) \equiv 0\) in Proposition 2.1 that the following important estimates hold

\[
\begin{align*}
\|k_{12}(\bar{U}, \bar{U})\|_3 + \|k_{22}(\bar{U}, \bar{U}) - k_{b22}(y_1)\|_3 &\leq C_0\delta_0, \\
\|k_1(\bar{U}, \bar{U}) - k_{b1}(y_1)\|_3 + \|k_2(\bar{U}, \bar{U})\|_3 &\leq C_0\delta_0.
\end{align*}
\]

(3.13)

To simplify the notation, we still use \(\phi\) instead of \(\hat{\phi}\) in the following.

### 3.1.2 Energy estimates for the linearized problem

In this subsection, we will derive the energy estimate to (3.12) under the assumptions that \(k_{ij}, k_i(i, j = 1, 2) \in C^{\infty}(\bar{\Omega})\) and \(g_2, g_3 \in C^{\infty}(\mathbb{T}_{2\pi})\) and (3.13) holds.
Lemma 3.5. Suppose that (1.11) and (1.12) hold. There exists two constants \( \sigma_* > 0, \delta_* > 0 \) depending only on the background flow, and \( \ell_0 \), such that if \( 0 < \delta_0 \leq \delta_* \) in (3.13), the solution to (3.12) satisfies the following basic energy estimate

\[
\| \phi \|_1 \leq \frac{C_*}{\sigma_*} (\| \hat{F} \|_{L^2(\Omega)} + \sum_{j=0,1} \| g_j \|_{L^2(T_{2\pi})}), \tag{3.14}
\]

where the constant \( C_* \) depends only on the \( H^3(\Omega) \) norms of the coefficients \( k_{ij}, k_i \) for \( i, j = 1, 2 \).

Proof. We employ the basic idea of positive operator theory developed by Friedrichs [12] and some key properties of the background flow to find a multiplier and identify a class of admissible boundary conditions at the inner and outer circle, which yields the basic energy estimate. Let \( l_1(y_1) \) and \( l_2(y_1) \) be smooth functions of \( y_1 \) in \([r_0, r_1] \) to be determined. Integration by parts leads to

\[
\begin{align*}
\int_\Omega \int_0^{2\pi} \hat{F}(l_1(y_1)\partial_{y_1}\phi + l_2(y_1)\partial_{y_2}\phi)dy_1dy_2 \\
= \frac{1}{2} \int_0^{2\pi} \left( \sqrt{l_1} \partial_{y_1}\phi + \frac{l_2}{\sqrt{l_1}} \partial_{y_2}\phi \right)^2 + \left( -k_{22}l_1 + 2k_{12}l_2 - \frac{l_2^2}{l_1} \right) (\partial_{y_2}\phi)^2 dy_2 |_{y_1=r_1} \\
+ \int_\Omega \left( l_1k_1 - \frac{1}{2}l_1 - l_1\partial_{y_2}k_{12} \right) (\partial_{y_1}\phi)^2 + \left( k_{12}l_2 - l_2 + l_1\partial_{y_2}k_{22} \right) \partial_{y_1}\phi \partial_{y_2}\phi \\
+ \left( \frac{1}{2}\partial_{y_1}(l_1k_{22}) - \frac{1}{2}l_2\partial_{y_2}k_{22} - \partial_{y_1}(l_2k_{12}) + l_2k_2 \right) (\partial_{y_2}\phi)^2 dy_1dy_2. \tag{3.15}
\end{align*}
\]

To get an energy estimate, we will show that there exist smooth functions \( l_1(y_1) \) and \( l_2(y_1) \) such that if \( \delta_0 \) in (3.13) is small enough, the following inequalities hold

\[
\begin{align*}
\begin{cases}
l_1k_1 - \frac{1}{2}l_1 - l_1\partial_{y_2}k_{12} \geq \sigma_*, \quad \forall (x, y) \in \Omega, \\
\frac{1}{2}\partial_{y_1}(l_1k_{22}) - \frac{1}{2}l_2\partial_{y_2}k_{22} - \partial_{y_1}(l_2k_{12}) + l_2k_2 \geq \sigma_*, \quad \forall (x, y) \in \Omega, \\
\| k_{12}l_2 - l_2 + l_1\partial_{y_2}k_{22} \|_{L^\infty(\Omega)} \leq C_*\delta_0, \\
\left( k_{22}l_1 + \frac{l_2^2}{l_1} - 2k_{12}l_2 \right)(r_0, y_2) > 0, \quad \forall y_2 \in \mathbb{T}_{2\pi},
\end{cases}
\end{align*}
\tag{3.16}
\]

where \( \sigma_* > 0 \) is a constant depending only on the background flow.

Choose \( l_1(y_1) \) such that \( l_1(y_1)k_{b1}(y_1) = \frac{1}{2}l_1(y_1) = \sigma_1 > 0 \), where \( \sigma_1 \in (0, 1) \) is a small positive constant to be determined later. Therefore

\[
l_1(y_1) = e^{\int_{r_0}^{y_1} 2k_{b1}(\tau_1)d\tau_1} \left( l_1(r_0) - 2\sigma_1 \int_{r_0}^{y_1} e^{-\int_{r_0}^{\tau_1} 2k_{b1}(\tau_2)d\tau_2} d\tau_1 \right), \tag{3.17}
\]

where \( l_1(r_0) = 1 + 2 \int_{r_0}^{y_1} e^{-\int_{r_0}^{\tau_1} 2k_{b1}(\tau_2)d\tau_2} d\tau_1 \). Then \( l_1(y_1) > 0 \) for any \( y_1 \in [r_0, r_1] \) if \( \sigma_1 \leq \frac{1}{2} \).

Recall the identity (2.2) from Proposition 2.1, we have

\[
(l_1k_{b22})'(y_1) = l_1'k_{b22} + l_1k_{b22}' = l_1(2k_{b1}k_{b22} + k_{b22}') - 2\sigma_1k_{b22}
\]

\[
= \frac{|M_b|^2}{y_1^2(1 - M_b^2)^3} \left( 4 - (3 - \gamma)|M_b|^2 \right) l_1(y_1) - 2\sigma_1 \frac{1 - |M_b|^2}{y_1^2(1 - M_b^2)^2}.
\]
Since \( \frac{d}{dy_1} |M_b|^2 < 0 \) for any \( r \geq r_0 \), then if \( |M_b(r_0)|^2 < \frac{4}{3 - \gamma} \), it holds that \( |M_b(y_1)|^2 < \frac{4}{3 - \gamma} \) for any \( y_1 \in [r_0, r_1] \). Set \( \sigma_0 = \frac{4}{3 - \gamma} - |M_b(r_0)|^2 \). There exist positive constants \( \sigma_2 \) and \( \sigma_3 \) depending only on the background flow such that if \( 0 < \sigma_1 \leq \sigma_2 \), then

\[
(l_1 k_{b22})'(y_1) \geq \frac{1}{y_1^2 (1 - M_{b1}^2)^2} \left\{ (3 - \gamma) \sigma_0 \frac{|M_b|^2}{y_1 (1 - M_{b1}^2)} l_1(y_1) - 2\sigma_1 (1 - |M_b|^2) \right\} \\
\geq \frac{1}{y_1^2 (1 - M_{b1}^2)^2} \left\{ (3 - \gamma) \sigma_0 \frac{|M_b|^2}{y_1 (1 - M_{b1}^2)} e^{\int_{r_0}^{y_1} 2k_{b1}(r_1) dr_1} \left( l_1(r_0) - 2\sigma_1 (1 - |M_b|^2) \right) \right\} \\
\geq \sigma_3, \quad \forall y_1 \in [r_0, r_1].
\]

Set \( \sigma_1 = \sigma_2 \) in (3.17). It follows from (3.13) that for \( \delta_0 \) small enough, one has

\[
l_1 k_1 - \frac{1}{2} l'_1 - l_1 \partial_{y_1} k_{12} = l_1 k_{b1} - \frac{1}{2} l'_1 + l_1 (k_1 - k_{b1}) - l_1 \partial_{y_2} k_{12} \\
\geq \sigma_2 - \|l_1 (k_1 - k_{b1})\|_{L^\infty} - \|l_1 \partial_{y_2} k_{12}\|_{L^\infty} \geq \frac{1}{2} \sigma_2 > 0, \quad \forall (x, y) \in \Omega,
\]

due to the Sobolev embedding \( H^3(\Omega) \subset C^{1, \alpha}(\overline{\Omega}) \) with \( \alpha \in (0, 1) \).

Set

\[
l_2(y_1) = \left( f'(r_0) - \frac{l_0}{r_0} \right) l_1(r_0) e^{\int_{r_0}^{y_1} k_{b1}(r) dr},
\]

where \( l_0 \) is a constant to be chosen such that

\[
k_{b22}(r_0) + \left( f'(r_0) - \frac{l_0}{r_0} \right)^2 > 0,
\]

which is equivalent to (1.12) in Theorem 1.2.

Therefore \( l_2(y_1) \) satisfies \( l_2(y_1) k_{b1}(y_1) - l'_2(y_1) = 0 \) and one should note that

\[
\left( \sqrt{l_1} \partial_{y_1} \phi + \frac{l_2}{\sqrt{l_1}} \partial_{y_2} \phi \right) (r_0, y_2) = \frac{\sqrt{l_1}(r_0)}{r_0} \left( r_0 \partial_{y_1} \phi + (r_0 f'(r_0) - l_0) \partial_{y_2} \phi \right) (r_0, y_2) \\
= \frac{\sqrt{l_1}(r_0)}{r_0} g_2(y_2).
\]

Since \( k_{b22}(r_1) > 0 \), if \( \delta_0 \) is small enough, then

\[
\frac{l_2^2}{l_1} (r_1, y_2) + k_{b22}(r_1, y_2) l_1(r_1) - 2k_{12}(r_1, y_2) l_2(r_1) \\
= \frac{1}{l_1(r_1)} \left( \frac{l_2^2}{l_1} + k_{b22} l_1^2 \right)(r_1) + (k_{b22} - k_{b22})(r_1, y_2) l_1(r_1) - 2k_{12}(r_1, y_2) l_2(r_1) \\
\geq \frac{1}{l_1(r_1)} \left( \frac{l_2^2}{l_1} + k_{b22} l_1^2 \right)(r_1) - \|k_{b22} - k_{b22}\|_{L^\infty} l_1(r_1) - 2\|k_{12}\|_{L^\infty} l_2(r_1) \\
\geq \frac{1}{2l_1(r_1)} \left( \frac{l_2^2}{l_1} + k_{b22} l_1^2 \right)(r_1) > 0
\]

(3.21)
and

\[ \frac{l_2^2}{l_1}(r_0, y_2) + k_{22}(r_0, y_2)l_1(r_0) - 2k_{12}(r_0, y_2)l_2(r_0) \]

\[ = l_1(r_0) \left( k_{22}(r_0) + (f'(r_0) - \frac{l_0}{r_0})^2 \right) + (k_{22} - k_{022})(r_0, y_2)l_1(r_0) - 2k_{12}(r_0, y_2)l_2(r_0) \]

\[ \geq l_1(r_0) \left( k_{22}(r_0) + (f'(r_0) - \frac{l_0}{r_0})^2 \right) - \|k_{22} - k_{022}\|_{L^\infty}l_1(r_0) - 2\|k_{12}\|_{L^\infty}|l_2(r_0)| \]

\[ \geq \frac{1}{2}l_1(r_0) \left( k_{22}(r_0) + (f'(r_0) - \frac{l_0}{r_0})^2 \right) > 0. \] (3.22)

With \( l_2(y_1) \) fixed, if \( \delta_0 \) is chosen small enough, then

\[ \frac{1}{2}\partial_{y_1}(l_1k_{22}) - \frac{1}{2}l_2\partial_{y_2}k_{22} - \partial_{y_1}(l_2k_{12}) + l_2k_2 \]

\[ = \frac{1}{2}(l_1k_{22})(y_1) + \frac{1}{2}\partial_{y_1}(l_1(k_{22} - k_{022})) - \frac{1}{2}l_2\partial_{y_2}k_{22} - \partial_{y_1}(l_2k_{12}) + l_2k_2 \]

\[ \geq \sigma_3 - \|\partial_{y_1}(l_1(k_{22} - k_{022}))\|_{L^\infty} - \|l_2\partial_{y_2}k_{22}\|_{L^\infty} - \|\partial_{y_1}(l_2k_{12})\|_{L^\infty} - \|l_2k_2\|_{L^\infty} \]

\[ \geq \frac{1}{2}\sigma_3, \quad \forall(y_1, y_2) \in \Omega, \]

\[ \|k_1l_2 - l_2' + l_1k_2 - l_1\partial_{y_2}k_{22}\|_{L^\infty} = \|l_2(k_1 - k_{01}) - l_1\partial_{y_2}k_{22} + l_1k_2\|_{L^\infty} \leq C_*\delta_0. \]

Hence the inequalities in (3.16) are proved for \( \sigma_* = \frac{1}{2}\min\{\sigma_2, \sigma_3\} \).

With the help of (3.16) and (3.21)-(3.22), one can conclude from (3.15) that

\[ \int\int_{\Omega} (|\partial_{y_1}\phi|^2 + |\partial_{y_2}\phi|^2) dy_1 dy_2 \]

\[ + \int_0^{2\pi} \left( \sqrt{1_1}\partial_{y_1}\phi + \frac{l_2}{\sqrt{1_1}}\partial_{y_2}\phi \right)^2 (r_1, y_2) + (\partial_{y_2}\phi)^2(r_0, y_2) dy_2 \]

\[ \leq \frac{C_*}{\sigma_*} \left( \int\int_{\Omega} \hat{F}(y_1, y_2)^2 dy_1 dy_2 + \sum_{j=2}^{3} \int_0^{2\pi} |g_j(y_2)|^2 dy_2 \right). \]

Since \( \phi(y_1, y_2) = \int_{r_1}^{y_1} \partial_{y_1}\phi(\tau, y_2)d\tau + \int_{f(r_1)}^{y_2} g_3(\tau)d\tau \), thus

\[ \|\phi\|^2_1 \leq \frac{C_*}{\sigma_*} \left( \int\int_{\Omega} \hat{F}^2(y_1, y_2) dy_1 dy_2 + \sum_{j=2}^{3} \int_0^{2\pi} |g_j(y_2)|^2 dy_2 \right). \]

We have finished the proof of Lemma 3.5.

\[ \square \]

**Lemma 3.6.** Under the assumptions of Lemma 3.5, the following high order derivatives estimate holds:

\[ \|\phi\|_4 \leq \frac{C_*}{\sigma_*}(\|\hat{F}\|_3 + \|g_0\|_3 + \|g_1\|_3). \] (3.23)
Proof. Let \( v = \partial_{y_2} \phi \). Then \( v \) satisfies

\[
\begin{aligned}
\sum_{i,j=1}^2 k_{ij} \partial_{y_i y_j}^2 v + (k_1 + 2 \partial_{y_2} k_{12}) \partial_{y_1} v + (k_2 + \partial_{y_2} k_{22}) \partial_{y_2} v \\
= \partial_{y_2} \hat{F} - \partial_{y_2} k_1 \partial_{y_1} \phi - \partial_{y_2} k_2 \partial_{y_2} \phi,
\end{aligned}
\]

(3.24)

Multiplying the equation in (3.24) by \( l_1(\partial_{y_1} v + l_2(\partial_{y_2} v) \) and integrating over \( \Omega \), after integration by parts, one can get

\[
\begin{aligned}
\iint_{\Omega} \left( l_1 k_1 - \frac{1}{2} l_1' + l_1 \partial_{y_2} k_{12} \right) |\partial_{y_1} v|^2 + (k_1 l_2 - l_2' + k_2 l_1 + 2 l_2 \partial_{y_2} k_{12}) \partial_{y_1} v \partial_{y_2} v \\
+ \left( \frac{1}{2} \partial_{y_1} (l_1 k_{22}) + \frac{1}{2} l_2 \partial_{y_2} k_{22} - \partial_{y_1} (l_2 k_{12}) + l_2 k_2 \right) |\partial_{y_2} v|^2 d\Omega dy_2 \\
+ \frac{1}{2} \int_0^{2\pi} \left( \frac{l_2}{\sqrt{l_1}} \partial_{y_1} v + \frac{l_2}{\sqrt{l_1}} \partial_{y_2} v \right)^2 + \left( -k_{22} l_1 + 2 k_{12} l_2 - \frac{l_2^2}{l_1} \right) |\partial_{y_2} v|^2 dy_2 \bigg|_{y_1 = r_0}^{y_1 = r_1} \\
= \iint_{\Omega} (\partial_{y_2} \hat{F} - \partial_{y_2} k_1 \partial_{y_1} \phi - \partial_{y_2} k_2 \partial_{y_2} \phi)(l_1(\partial_{y_1} v + l_2(\partial_{y_2} v) dy_1 dy_2.
\end{aligned}
\]

The coefficients in the quadratic term are slightly different from the ones in (3.15). However, similar argument still works in this case, which yields the following estimate

\[
\iint_{\Omega} (|\partial_{y_2} \phi|^2 + |\partial_{y_1 y_2} \phi|^2) dy_1 dy_2 \leq C_* \sigma_* \left( \iint_{\Omega} |\hat{F}|^2 + (\partial_{y_2} \hat{F})^2 d\Omega dy_2 + \sum_{j=2}^{3} \|g_j\|_1^2 \right),
\]

where the constant \( C_* \) depends only on the \( H^3 \)-norms of the coefficients \( k_{ij}, k_i \) for \( i, j = 1, 2 \).

It follows from (3.12) that

\[
\partial_{y_1}^2 \phi = \hat{F} - k_{22} \partial_{y_2}^2 \phi - 2 k_{12} \partial_{y_1 y_2} \phi - k_1 \partial_{y_1} \phi - k_2 \partial_{y_2} \phi,
\]

(3.26)

which yields

\[
\iint_{\Omega} |\partial_{y_1}^2 \phi|^2 dy_1 dy_2 \leq C_* \sigma_* \left( \iint_{\Omega} |\hat{F}|^2 + (\partial_{y_2} \hat{F})^2 d\Omega dy_2 + \|g_2\|_1^2 + \|g_3\|_1^2 \right).
\]

Hence,

\[
\|\phi\|^2_2 \leq C_* \sigma_* \left( \|\hat{F}\|_L^2 + \|\partial_{y_2} \hat{F}\|_L^2 + \|g_2\|_1^2 + \|g_3\|_1^2 \right).
\]

(3.27)

Rewrite the system (3.24) as

\[
\begin{aligned}
\Delta v := \sum_{i,j=1}^2 k_{ij} \partial_{y_i y_j}^2 v + k_1 \partial_{y_1} v + k_2 \partial_{y_2} v = F_1, \\
r_0 \partial_{y_1} v(r_0, y_2) + (r_0 f'(r_0) - l_0) \partial_{y_2} v(r_0, y_2) = g'_2(y_2), \\
\partial_{y_2} v(r_1, y_2) = g'_3(y_2),
\end{aligned}
\]

(3.28)
where \( F_1 := \partial_{y_2} \tilde{F} - 2\partial_{y_2} k_{12} \partial_{y_1} v - \partial_{y_2} k_{22} \partial_{y_2} v - \partial_{y_2} k_1 \partial_{y_1} \phi - \partial_{y_2} k_2 \partial_{y_2} \phi \).

Applying the estimate (3.27) to \( v \) leads to

\[
\| \partial_{y_2} \phi \|_2^2 \leq \frac{C}{\sigma_*} (\| F_1 \|_1^2 + \| g_2 \|_2^2 + \| g_3 \|_2^2) \\
\leq \frac{C}{\sigma_*} \left( \| \tilde{F} \|_2^2 + \| \partial_{y_2} k_{22} \partial_{y_2} \phi \|_1^2 \right. \\
+ \left. \| \partial_{y_2} k_{12} \partial_{y_1} \partial_{y_2} \phi \|_1^2 + \| \partial_{y_2} k_1 \partial_{y_1} \phi \|_1^2 \right) \\
\leq \frac{C}{\sigma_*} \left( \| \tilde{F} \|_2^2 + \| \partial_{y_2} k_{22} \partial_{y_2} \phi \|_1^2 \right. \\
+ \left. \| \partial_{y_2} k_{12} \partial_{y_2} \phi \|_1^2 + \| \partial_{y_2} k_1 \partial_{y_1} \phi \|_1^2 \right) \\
\leq \frac{C}{\sigma_*} \left( \| \tilde{F} \|_2^2 + \| \partial_{y_2} k_{22} \partial_{y_2} \phi \|_1^2 \right. \\
+ \left. \| \partial_{y_2} k_{12} \partial_{y_2} \phi \|_1^2 + \| \partial_{y_2} k_1 \partial_{y_1} \phi \|_1^2 \right),
\]

which implies

\[ \| \partial_{y_2} \phi \|_2^2 \leq \frac{C}{\sigma_*} (\| \tilde{F} \|_2^2 + \| g_2 \|_2^2 + \| g_3 \|_2^2) \tag{3.28} \]

It follows from (3.26) that

\[ \partial_{y_1} \phi = \partial_{y_1} \tilde{F} - k_{22} \partial_{y_1} \partial_{y_2} \phi - 2k_{12} \partial_{y_1} \partial_{y_1} \partial_{y_2} \phi - k_1 \partial_{y_1} \partial_{y_1} \phi - k_2 \partial_{y_1} \partial_{y_1} \partial_{y_2} \phi \\
- \partial_{y_1} k_{22} \partial_{y_2} \phi - 2 \partial_{y_1} k_{12} \partial_{y_1} \partial_{y_2} \phi - \partial_{y_1} k_1 \partial_{y_1} \phi - \partial_{y_1} k_2 \partial_{y_2} \phi, \tag{3.29} \]

which together with (3.27) and (3.28) yields

\[ \| \phi \|_2^2 \leq \frac{C}{\sigma_*} (\| \tilde{F} \|_2^2 + \| g_2 \|_2^2 + \| g_3 \|_2^2) \tag{3.30} \]

Since \( \partial_{y_2}^2 \phi \) solves the following problem

\[
\begin{aligned}
\hat{L}(\partial_{y_2}^2 \phi) := & \sum_{i,j=1}^{2} k_{ij} \partial_{y_i} \partial_{y_j} (\partial_{y_2}^2 \phi) + k_1 \partial_{y_1} \partial_{y_2} \partial_{y_2} \phi + k_2 \partial_{y_2} \partial_{y_2} \partial_{y_2} \phi = F_2, \\
0 & \cdot \partial_{y_1} (\partial_{y_2}^2 \phi) (r_0, y_2) + (r_0 f'(r_0) - l_0) \partial_{y_2} (\partial_{y_2}^2 \phi) (r_0, y_2) = g''_2 (y_2), \\
0 & \cdot \partial_{y_2} (\partial_{y_2}^2 \phi) (r_1, y_2) = g''_3 (y_2),
\end{aligned}
\]

where

\[
F_2 = \partial_{y_2}^2 \tilde{F} - \sum_{i,j=1}^{2} \left( 2 \partial_{y_2} k_{ij} \partial_{y_i} \partial_{y_j} \partial_{y_2} \phi + \partial_{y_2}^2 k_{ij} \partial_{y_i} \partial_{y_j} \phi \right) - \sum_{i=1}^{2} (2 \partial_{y_2} k_i \partial_{y_i} \partial_{y_2} \phi + \partial_{y_2}^2 k_i \partial_{y_i} \phi).
\]
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It follows from the derivation of (3.27) that
\[
\|\partial_{y_2}^2 \phi \|_2^2 \leq \frac{C_s}{\sigma_s} (\|F_2\|_1^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\]
\[
\leq \frac{C_s}{\sigma_s} \left( \|\hat{F}\|_3^2 + \sum_{i,j=1}^2 (\|\partial_{y_2} k_{ij} \partial_{y_1 y_j} \partial_{y_2} \phi \|_1^2 + \|\partial_{y_2}^2 k_{ij} \partial_{y_1 y_j} \phi \|_1^2) \right)
\]
\[
+ \sum_{i=1}^2 (\|\partial_{y_2} k_1 \partial_{y_1} \partial_{y_2} \phi \|_1^2 + \|\partial_{y_2} \partial_{y_1} \phi \|_1^2) + \|g_2\|_3^2 + \|g_3\|_3^2)
\]
\[
\leq \frac{C_s}{\sigma_s} \left( \|\hat{F}\|_3^2 + \|\partial_{y_2}^2 k_{22} \|_1^2 \|\partial_{y_2} \phi \|_2^2 + \|\partial_{y_2} \partial_{y_1 y_2}^2 \|_1^2 \|\partial_{y_2} \phi \|_1^2 \right)
\]
\[
+ \|\partial_{y_2} k_2 \|_1^2 \|\partial_{y_2} \phi \|_1^2 + \|\partial_{y_2} k_{22} \|_1^2 \|\partial_{y_2} \phi \|_1^2 + \|\partial_{y_2} \partial_{y_1 y_2} \|_1^2 \|\partial_{y_2} \partial_{y_1} \phi \|_1^2
\]
\[
+ \|\partial_{y_2} k_1 \|_1^2 \|\partial_{y_2} \partial_{y_1 y_2} \|_1^2 \|\partial_{y_2} \partial_{y_1} \phi \|_1^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\]
\[
\leq \frac{C_s}{\sigma_s} \left( \|\hat{F}\|_3^2 + \delta_0 \|\partial_{y_2} \partial_{y_1} \phi \|_1^2 + \delta_0 \|\partial_{y_2} \partial_{y_1} \phi \|_1^2 \right)
\]
\[
+ \delta_0 \|\partial_{y_2} \partial_{y_1} \phi \|_1^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\],
where we have used the 2-D Sobolev embedding in the second and third inequalities.

This together with (3.30) implies
\[
\|\partial_{y_2} \partial_{y_1} \phi \|_2^2 \leq \frac{C_s}{\sigma_s} (\|\hat{F}\|_3^2 + \|\partial_{y_2} \partial_{y_1} \phi \|_1^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\]

for suitably small \(\delta_0\).

(3.29) implies that
\[
\partial_{y_2} \partial_{y_1} \phi = \partial_{y_1 y_2} \hat{F} - k_{22} \partial_{y_1} \partial_{y_2} \phi - 2k_{12} \partial_{y_2} \partial_{y_2} \phi - \partial_{y_1} \partial_{y_2} \partial_{y_2} \phi - 2\partial_{y_1} k_{12} \partial_{y_1} \partial_{y_2} \phi
\]
\[
- \partial_{y_2} k_{22} \partial_{y_1} \partial_{y_2} \phi - 2\partial_{y_2} k_{12} \partial_{y_1} \partial_{y_2} \phi - \partial_{y_1} \partial_{y_2} k_{22} \partial_{y_2} \phi - 2\partial_{y_1} \partial_{y_2} k_{12} \partial_{y_1 y_2} \phi
\]
\[
- \sum_{i=1}^2 (\partial_{y_2} k_i \partial_{y_1} \partial_{y_2} \phi + k_i \partial_{y_1} \partial_{y_2} \phi) - \sum_{i=1}^2 (\partial_{y_1} k_i \partial_{y_1 y_2} \phi + \partial_{y_1 y_2} \partial_{y_1} \phi),
\]
from which one can derive that
\[
\|\partial_{y_2} \partial_{y_1} \phi \|_2 \leq \frac{C_s}{\sigma_s} (\|\hat{F}\|_3^2 + \|\partial_{y_2} \partial_{y_1} \phi \|_1^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\].
Thus
\[
\|\partial_{y_2} \partial_{y_1} \phi \|_2^2 \leq \frac{C_s}{\sigma_s} (\|\hat{F}\|_3^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\]
for suitably small \(\delta_0\).

It remains to estimate \(\partial_{y_1}^4 \phi\). Since
\[
\partial_{y_1}^4 \phi = \partial_{y_1}^2 \partial_{y_1 y_2} \hat{F} - k_{22} \partial_{y_1} \partial_{y_2} \phi - 2k_{12} \partial_{y_2} \partial_{y_2} \phi - k_1 \partial_{y_1} \phi - k_2 \partial_{y_2} \phi,
\]

it holds that
\[
\|\partial_{y_1}^4 \phi \|_2^2 \leq \frac{C_s}{\sigma_s} (\|\hat{F}\|_3^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\].

In summary, we obtain
\[
\|\phi \|_2^2 \leq \frac{C_s}{\sigma_s} (\|\hat{F}\|_3^2 + \|g_2\|_3^2 + \|g_3\|_3^2)
\].
3.1.3 Proof of Theorem 3.1

We then turn to the proof of Theorem 3.1. Inspired by Kuzmin[16], we use Galerkin’s method to construct approximate solutions and a simple contraction mapping argument yields the solution to the nonlinear problem. Slightly different from the case in [16], the coefficient of \( \partial_{y_2}^2 \phi \) in (3.12) changes sign, not that of \( \partial_{y_2} \phi \), it is not necessary to add a third order dissipative term to (3.12) to construct the approximate solutions.

Since the solution is periodic in \( y_2 \), it is natural to use the Fourier series to construct the approximate solution to the linearized problem. Note that the \( H^4(\Omega) \) energy estimate is obtained only for the linearized problem with smooth coefficients, one needs to mollify the coefficients in (3.12).

Since \( k_{12}, k_{22}, k_1, k_2, \hat{F} \in H^3 \), there exists sequences of smooth functions \( \{k_{12}^\eta\}, \{k_{22}^\eta\}, \{k_1^\eta\}, \{k_2^\eta\}, \{\hat{F}^\eta\} \) such that \( \|k_{12}^\eta - k_{12}\|_3 \to 0, \|k_{22}^\eta - k_{22}\|_3 \to 0, \|k_1^\eta - k_1\|_3 \to 0, \|k_2^\eta - k_2\|_3 \to 0, \|\hat{F}^\eta - \hat{F}\|_3 \to 0 \) as \( \eta \to 0 \). Consider the linear boundary value problem

\[
\dot{\hat{L}}^\eta \phi \equiv \sum_{i,j=1}^{2} k_{ij}^\eta \partial_{y_i y_j}^2 \phi + k_{i}^\eta \partial_{y_i} \phi + k_{2}^\eta \partial_{y_2} \phi = \hat{F}^\eta,
\]

\[
\begin{align*}
\int_0^{2\pi} r_0 \partial_{y_1} \phi(r_0, y_2) + (r_0 f'(r_0) - l_0) \partial_{y_2} \phi(r_0, y_2) &= g_2(y_2), \\
\partial_{y_2} \phi(r_1, y_2) &= g_3(y_2), \\
\phi(r_1, f(r_1)) &= 0.
\end{align*}
\]

(3.31)

Note that \( \int_0^{2\pi} g_3(y_2) dy_2 = 0 \), so one may assume that \( g_3 \equiv 0 \), otherwise consider the function \( \phi - \int_0^{2\pi} g_3(t) dt \). Thus the boundary condition on \( y_1 = r_1 \) becomes \( \phi(r_1, y_2) = 0 \) for any \( y_2 \in T_{2\pi} \). Choose the standard orthonormal basis \( \{h_j(y_2)\}_{j=1}^\infty \) of \( L^2(T_{2\pi}) \), where for each positive integer \( m \in \mathbb{N} \):

\[
h_1(y_2) = \frac{1}{\sqrt{2\pi}}, \quad h_{2m}(y_2) = \frac{1}{\sqrt{\pi}} \sin(my_2), \quad h_{2m+1}(y_2) = \frac{1}{\sqrt{\pi}} \cos(my_2), \ldots.
\]

and we construct approximate solutions to (3.31) of the form

\[
\phi^{N,\eta}(y_1, y_2) = \sum_{j=1}^{2N+1} A_j^{N,\eta}(y_1) h_j(y_2),
\]

where \( A_j^{N,\eta}(y_1) \) are determined by the system of \( 2N + 1 \) second-order ordinary differential equations supplemented with \( 2(2N + 1) \) boundary conditions:

\[
\begin{align*}
\int_0^{2\pi} (\hat{L}^\eta \phi^{N,\eta} - \hat{F}^\eta) h_m(y_2) dy_2 &= 0, \quad m = 1, 2, \ldots, 2N + 1, \\
\int_0^{2\pi} (r_0 \partial_{y_1} \phi^{N,\eta}(r_0, y_2) + (r_0 f'(r_0) - l_0) \partial_{y_2} \phi^{N,\eta}(r_0, y_2)) h_m(y_2) dy_2 &= \int_0^{2\pi} g_2(y_2) h_m(y_2) dy_2, \\
\int_0^{2\pi} \phi^{N,\eta}(r_1, y_2)) h_m(y_2) dy_2 &= 0, \quad m = 1, 2, \ldots, 2N + 1.
\end{align*}
\]

(3.32)

Define

\[
a_j^{N,\eta} = \int_0^{2\pi} (2k_{12}^\eta(y_1, y_2) h_j'(y_2) + k_{1}^\eta(y_1, y_2) h_j(y_2)) h_m(y_2) dy_2, \\
b_j^{N,\eta} = \int_0^{2\pi} (k_{22}^\eta h_j'(y_2) + k_{2}^\eta h_j(y_2)) h_m(y_2) dy_2, \quad c_{jm} = \int_0^{2\pi} h_j'(y_2) h_m(y_2) dy_2.
\]
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Then the system (3.32) reduces to
\[
\begin{aligned}
&\frac{d^2}{dy_1^2}A_{m,N}(y_1) + \sum_{j=1}^{2N+1} a^{N,N}_{jm} \frac{d}{dy_1} A_{j,N}(y_1) + \sum_{j=1}^{2N+1} b_{jm} A_{j,N}(y_1) = \int_0^{2\pi} \hat{F}^N h_m(y_2) dy_2, \\
&\int_0^{2\pi} (\hat{F}^N h_m(y_2)) dy_2 = 0, \quad m = 1, \ldots, 2N + 1.
\end{aligned}
\] (3.33)

Using the functions \(l_1(y_1), l_2(y_1)\) defined in Section 3.1.2, multiplying the first equation, the \((2m)\)th equation and the \((2m+1)\)th equation in (3.33) by \(l_1(y_1) \frac{d}{dy_1} A_{1,N}^N, l_1(y_1) \frac{d}{dy_1} A_{2m,N}^N - ml_2(y_1)A_{2m+1,N}^N\) and \(l_1(y_1) \frac{d}{dy_1} A_{2m+1,N}^N + ml_2(y_1)A_{2m,N}^N\) respectively, summing from 1 to \(2N + 1\), one can get after integrating over \([r_0, r_1]\) that
\[
\int_\Omega (\hat{F}^N - \hat{F}^N)(l_1(y_1)\partial_{y_1} \phi^N, N + l_2(y_1)\partial_{y_2} \phi^N, N) dy_1 dy_2 = 0.
\] (3.34)

Similar argument as in Lemma 3.5 yields
\[
\|\phi^N\|_1 \leq \frac{C_*}{\sigma_s} (\|\hat{F}\|_{L^2} + \sum_{j=2,3} g_j \|L^2(\Omega)\|).
\] (3.35)

The following higher order derivatives estimate can be derived similarly as in Lemma 3.6:
\[
\|\phi^N\|_4 \leq \frac{C_*}{\sigma_s} (\|\hat{F}\|_3 + \|g_2\|_3 + \|g_3\|_3).
\] (3.36)

This estimate implies the uniqueness of the solution to Problem (3.33). By Fredholm alternative theorem for second order elliptic systems, the uniqueness ensures the existence of the solution to (3.33). Since the coefficients of the (3.33) are smooth, so the solutions \(\phi^N, \eta\) are smooth. It should be emphasized that the estimates obtained in Section 3.1.2 only involves the \(H^3\) norm of the coefficients, therefore the bound on the right hand side of (3.36) is uniformly in \(N, \eta\). For any fixed \(\eta > 0\), by the weak compactness of a bounded set in \(H^4(\Omega)\), there exists a subsequence \(\{\phi^{N,N}\}_{j=1}^\infty\) that converges weakly to \(\phi^N\) in \(H^4\) and the convergence is strong in \(H^3(\Omega)\). Therefore \(\phi^N\) will be the unique solution to (3.31). The estimate (3.36) also holds for \(\phi^N\) with a constant \(C_*\) independent of \(\eta\), from which we can find a subsequence \(\{\phi_\eta, \eta\}_j^\infty\) converging weakly to a function \(\phi\) in \(H^4(\Omega)\). In conclusion, we have proved that the problem (3.12) has a unique solution \(\phi \in H^4\) with the estimate
\[
\|\phi\|_4 \leq \frac{C_*}{\sigma_s} (\|\hat{F}\|_3 + \|g_2\|_3 + \|g_3\|_3) \leq C(\epsilon + \delta_0^2).
\] (3.37)

Hence the mapping \(T\) is well-defined in \(X\) for sufficiently small \(\delta_0 = \sqrt{\epsilon}\). It remains to show that the mapping \(T\) is contractive in a low order norm for sufficiently small \(\delta_0\). Suppose that \(\phi^{(i)} = T\phi^{(i)}(i = 1, 2)\) for any \(\phi^{(1)}, \phi^{(2)} \in X\). Then for \(k = 1, 2,\)
\[
\begin{aligned}
r_0 \partial_{y_1} \phi^{(k)}(r_0, y_2) + (r_0 f'(r_0) - l_0) \partial_{y_2} \phi^{(k)}(r_0, y_2) = g_2(y_2), \\
\partial_{y_1} \phi^{(k)}(r_1, y_2) = g_3(y_2), \\
\phi^{(k)}(r_1, f(r_1)) = 0.
\end{aligned}
\]
Thus
\[
\begin{aligned}
&\begin{cases}
\hat{F}(U_1^{(1)}, U_2^{(1)}) - (\hat{L}^{(1)} - \hat{L}^{(2)})\phi^{(2)} \\
r_0(\partial_{y_1}\phi^{(1)} - \partial_{y_1}\phi^{(2)})(r_0, y_2) + (r_0f'(r_0) - l_0)(\partial_{y_2}\phi^{(1)} - \partial_{y_2}\phi^{(2)})(r_0, y_2) = 0, \\
(\phi^{(1)} - \phi^{(2)})(r_1, y_2) = 0,
\end{cases}
\end{aligned}
\]
which implies
\[
\|T\phi^{(1)} - T\phi^{(2)}\|_1 = \|\phi^{(1)} - \phi^{(2)}\|_1 \leq C_\ast \|\hat{F}(U_1^{(1)}, U_2^{(1)}) - \hat{F}(U_1^{(2)}, U_2^{(2)}) - (\hat{L}^{(1)} - \hat{L}^{(2)})\phi^{(2)}\|_0 \\
\leq C_\ast \delta_0 \|\phi^{(1)} - \phi^{(2)}\|_1 \leq \frac{1}{2}\|\phi^{(1)} - \phi^{(2)}\|_1,
\]

since \(T\phi^{(2)}, \phi^{(1)}, \phi^{(2)} \in X\), and \(\hat{F}(U_1, U_2), k_{12}(U_1, U_2), k_{22}(U_1, U_2), k_1(U_1, U_2), i = 1, 2\) are smooth functions of \((U_1, U_2)\), and one can choose \(\delta_0\) small enough such that \(T\) is a contractive mapping in \(H^1\)-norm. Then there exists a unique \(\phi \in X\) to \(T\phi = \phi\).

In conclusion, we have shown that for any \(\epsilon > 0\), the problem (3.9) has a unique solution in \(H^4(\Omega)\) with the estimate \(\|\phi\|_4 \leq C_\ast \epsilon\). That is, the background transonic flow is structurally stable within irrotational flows under perturbations of the flow angles at the inner and outer circular cylinder.

Finally, we examine the location of all the sonic points which satisfy \(|M(r, \theta)|^2 = 1\), where \(M = (M_1, M_2)^t := \left(\frac{L_1}{C(\rho)}, \frac{L_2}{C(\rho)}\right)^t\). It follows from (3.4) and the Sobolev embedding \(H^3(\Omega) \hookrightarrow C^{1,\alpha}(\Omega)\) for any \(\alpha \in (0, 1)\) that
\[
\|\|M\|^2 - |M_b|^2\|_{C^{1,\alpha}(\Omega)} \leq \|\|M\|^2 - |M_b|^2\|_3 \leq C_\ast \epsilon.
\]

Note that
\[
|M_b(r_0)|^2 > 1, \quad |M_b(r_1)|^2 < 1, \quad \sup_{r \in [r_0, r_1]} \frac{d}{dr}|M_b(r)|^2 < 0.
\]

Thus for sufficiently small \(\epsilon\), \(|M(r_0, \theta)|^2 > 1\), \(|M(r_1, \theta)|^2 < 1\) for any \(\theta \in \mathbb{T}_{2\pi}\) and \(\frac{\partial}{\partial r}|M(r, \theta)|^2 < 0\) for any \((r, \theta) \in \Omega\). Therefore for each \(\theta \in \mathbb{T}_{2\pi}\), there exists a unique \(s(\theta) \in (r_0, r_1)\) such that \(|M(s(\theta), \theta)|^2 = 1\). Also by the implicit function theorem, the function \(s \in C^1(\mathbb{T}_{2\pi})\).

Furthermore, since
\[
\|M_b(s(\theta))|^2 - |M_b(r_c)|^2| = \|M_b(s(\theta))|^2 - |M(s(\theta), \theta)|^2| \\
\leq \|\|M\|^2 - |M_b|^2\|_{C^{1,\alpha}(\Omega)} \leq C_\ast \epsilon,
\]
one can deduce that \(|s(\theta) - r_c| \leq C_\ast \epsilon\) for any \(\theta \in \mathbb{T}_{2\pi}\). Differentiating the identity \(|M(s(\theta), \theta)|^2 = 1\) with respect to \(\theta\) yields
\[
s'(\theta) = -\left(\frac{\partial}{\partial r}|M|^2(s(\theta), \theta)\right)^{-1}\frac{\partial}{\partial \theta}|M|^2(s(\theta), \theta)
\]
and the estimate (3.5) holds.
3.2 Proof of Theorem 1.2

We now turn to the general case that the flow may be rotational and prove Theorem 1.2. It is well-known that the steady Euler system is coupled elliptic-hyperbolic in subsonic region and changes type when the flow changes from subsonic to supersonic. There are several different decompositions developed by different authors for different purposes [4, 5, 8, 19, 20, 40]. We will employ the deformation-curl decomposition developed in [35, 36] to deal with the elliptic-hyperbolic coupled structure in the steady Euler equations. The Bernoulli’s law yields

\[ \rho = H(|U|^2, B, A) = \left( \frac{\gamma - 1}{A\gamma} (B - \frac{1}{2} |U|^2) \right)^{\frac{1}{\gamma - 1}}. \]  

(3.38)

As discussed in [35, 36], one can show that if a smooth flow does not contain the vacuum and the stagnation points, the steady Euler system (1.6) is equivalent to the following system

\[
\begin{align*}
&\frac{(c^2 - U_1^2)}{r} \partial_r U_1 + (c^2 - U_2^2) \frac{1}{r} \partial_\theta U_2 - U_1 U_2 (\partial_r U_2 + \frac{1}{r} \partial_\theta U_1) + \frac{1}{r} c^2 U_1 \\
&= -(U_1 \partial_r + U_2 \frac{1}{r} \partial_\theta) B + \frac{c^2}{\gamma - 1} A (U_1 \partial_r + U_2 \frac{1}{r} \partial_\theta) A, \\
&\frac{1}{r} U_2 (\partial_\theta U_1 - \partial_r (r U_2)) = \frac{1}{(B - \frac{1}{2} |U|^2)} \partial_r A - \partial_r B, \\
&\left( U_1 \partial_r + \frac{U_2}{r} \partial_\theta \right) B = 0, \\
&\left( U_1 \partial_r + \frac{U_2}{r} \partial_\theta \right) A = 0,
\end{align*}
\]

(3.39)

where the first equation in (3.39) is derived by substituting (3.38) into the density equation.

Define \( \hat{U}_1 \) and \( \hat{U}_2 \) as in (3.6) and set \( \hat{B} = B - B_0 \) and \( \hat{A} = A - A_0 \). Then \( \hat{U}, \hat{B} \) and \( \hat{A} \) satisfy

\[
\begin{align*}
&\begin{align*}
&A_{11}(U, B) = c^2(B, |U|^2) - U_1^2, \quad A_{22}(U, B) = \frac{1}{\gamma} (c^2(B, |U|^2) - U_2^2), \\
&A_{12} = A_{21} = -\frac{U_1 U_2}{r}, \quad c^2(B, |U|^2) = (\gamma - 1)(B - \frac{1}{2} |U|^2), \\
&e_1(r) = \frac{c^2(U_0) + U_2^2}{r} + (\gamma + 1) \frac{1 + M_{21}^2}{\gamma (1 - M_{31}^2)} U_2^2 - \frac{(\gamma - 1) U_2^2}{r}, \\
&\tilde{e}_2(r) = \frac{(\gamma - 1)(1 + M_{21}^2)}{r (1 - M_{31}^2)} U_1 U_2 (\gamma - 1) (\hat{B} - \frac{1}{2} \hat{U}_2^2) - \frac{\gamma - 1}{r} U_1 U_2 (1 + (\gamma - 1) \frac{M_{21}^2}{1 - M_{31}^2}), \\
&F_1(U, B, A) = -\frac{1}{r} (c^2 - c_0^2) \hat{U}_1 - ((\gamma - 1)(\hat{B} - \frac{1}{2} \hat{U}_2^2) - \frac{\gamma - 1}{2} \hat{U}_1^2) U_1 (r) \\
&+ \hat{U}_1 \hat{U}_2 U_1^2 (r) - \frac{1}{r} (\gamma - 1)(\hat{B} - \frac{1}{2} \hat{U}_2^2 - \frac{1}{2} \hat{U}_1^2) U_1 (r) \\
&- (U_1 \partial_r + U_2 \frac{1}{r} \partial_\theta) \hat{B} + \frac{c^2}{\gamma - 1} A (U_1 \partial_r + U_2 \frac{1}{r} \partial_\theta) \hat{A}, \\
&F_2(U, B, A) = \frac{1}{U_2} (\frac{(B - \frac{1}{2} |U|^2)}{A\gamma} \partial_r A - \partial_r \hat{B}).
\end{align*}
\end{align*}
\]

(3.40)

Note that \( e_1(r) \) is same as the one defined in Section 2 and \( \tilde{e}_2(r) = re_2(r) - \frac{U_1 U_2}{r} \).
The boundary conditions in (1.7)-(1.10) reduce to
\[
\begin{aligned}
\hat{B}(r, \theta) &= \epsilon B_1(\theta), \\
\hat{A}(r, \theta) &= \epsilon A_1(\theta), \\
\hat{U}_1(r_0, \theta) - l_0\hat{U}_2(r_0, \theta) &= \epsilon g_0(\theta), \\
\hat{U}_2(r_1, \theta) &= \epsilon g_1(\theta).
\end{aligned}
\]

Remark 3.7. Note that the first two equations in (3.40) will be regarded as first order mixed type equations for \(U_1\) and \(U_2\), the energy estimates in previous section indicate that the regularity of the solutions \(U_1, U_2\) would be at best the same as the source terms on the right hand side. Hence if one looks for the solution \((U, B, A)\) in \((H^3(\Omega))^4\), then \(F_2(U, B, A)\) belongs only to \(H^2(\Omega)\) and there appears a loss of derivatives. Similar issue occurs for the structural stability of 1-D supersonic flows to the steady Euler-Poisson system [1]. However, the approach in [1] can not be adapted directly here, since one can not prescribe the boundary data for all the flow quantities at the entrance in this case. To overcome this difficulty, besides introducing the stream function to solve the transport equations, we also observe that the regularity of the flows in the subsonic region can be improved if the data at the entrance have better regularity. Thus we will choose some appropriate functional spaces and design an elaborate two-layer iteration scheme to prove Theorem 1.2.

Define \(\Omega_{ue} = \{(r, \theta) : \frac{1}{2} r_c + \frac{1}{2} r_1 < r < r_1, \theta \in [0, 2\pi]\}\) and
\[
\Omega_{lue} = \{(r, \theta) : \frac{3}{4} r_c + \frac{1}{4} r_1 < r < r_1, \theta \in [0, 2\pi]\},
\]
\[
\bar{\Omega}_{lue} = \{(r, \theta) : \frac{7}{8} r_c + \frac{1}{8} r_1 < r < r_1, \theta \in [0, 2\pi]\}.
\]

Then \(\Omega_{ue} \subset \Omega_{lue} \subset \bar{\Omega}_{lue}\). Set
\[
X_1 = \{U(r, \theta) \in (H^3(\Omega))^2 : \|\hat{U}\|_{H^3(\Omega)} \leq \delta_0\},
\]
\[
X_2 = \{B(r, \theta), A(r, \theta) \in (H^4(\Omega))^2 \cap (C^{3,\alpha}(\bar{\Omega}_{lue}))^2 \cap (C^{4,\alpha}(\bar{\Omega}_{lue}))^2 : \|(\hat{B}, \hat{A})\|_{H^4(\Omega)} + \|(\hat{B}, \hat{A})\|_{C^{3,\alpha}(\bar{\Omega}_{lue})} + \|(\hat{B}, \hat{A})\|_{C^{4,\alpha}(\bar{\Omega}_{lue})} \leq \delta_1\}
\]
with positive constants \(\delta_0, \delta_1 > 0\) to be specified later. For fixed \((\hat{B}, \hat{A}) \in X_2\) and for any function \(\hat{U} \in X_1\), we first construct an operator \(T(\hat{B}, \hat{A})\); \(U \in X_1 \mapsto \hat{U} \in X_1\), where \(U = U_b + \hat{U}\) is obtained by resolving the following boundary value problem
\[
\begin{aligned}
A_{11}(\hat{U}, \hat{B}, \hat{A})\partial_r \hat{U}_1 + r A_{22}(\hat{U}, \hat{B}, \hat{A})\partial_r \hat{U}_2 + r A_{12}(\hat{U})\partial_r \hat{U}_1 + A_{21}(\hat{U})\partial_r \hat{U}_2 + e_1(r) \hat{U}_1 + \hat{e}_2(r) \hat{U}_2 &= F_1(\hat{U}, \hat{B}, \hat{A}), \\
\frac{\partial_r \hat{U}_1}{r} - \frac{\partial_r (r \hat{U}_2)}{r} &= F_2(\hat{U}, \hat{B}, \hat{A}), \\
\hat{U}_1(r_0, \theta) - l_0\hat{U}_2(r_0, \theta) &= \epsilon g_0(\theta), \\
\hat{U}_2(r_1, \theta) &= \epsilon g_1(\theta).
\end{aligned}
\]
(3.42)

Note that the equations in (3.42) form a linear first order mixed type system with coefficients given in (3.41).

Since \(\hat{B}, \hat{A} \in X_2, \hat{U} \in X_1\), there holds that
\[
\|F_1(\hat{U}, \hat{B}, \hat{A})\|_{H^3(\Omega)} \leq C_0(\delta_1 + \delta_0^2), \quad \|F_2(\hat{U}, \hat{B}, \hat{A})\|_{H^3(\Omega)} \leq C_0\delta_1.
\]
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Let \( \phi_1(r, \theta) \) be the unique solution to the following problem

\[
\begin{align*}
\left\{ \begin{array}{l}
\left( \partial^2_r + \frac{1}{r} \partial_r + \frac{1}{r^2} \partial^2_\theta \right) \phi_1 = F_2(\bar{U}, \bar{B}, \bar{A}) \in H^3(\Omega), \\
\phi_1(r_0, \theta) = \phi_1(r_1, \theta) = 0.
\end{array} \right.
\end{align*}
\]

Then \( \phi_1(r, \theta) \in H^5(\Omega) \) and satisfies the estimate

\[
\| \phi_1 \|_{H^5(\Omega)} \leq C_0 \| F_2(\bar{U}, \bar{B}, \bar{A}) \|_{H^3(\Omega)} \leq C_0 \delta_1.
\]

Define \( V_1 = \bar{U}_1 - \frac{1}{r} \partial_\theta \phi_1 \) and \( V_2 = \bar{U}_2 + \partial_r \phi_1 \). Then

\[
\begin{align*}
\begin{cases}
A_{11}(\bar{U}, \bar{B}, \bar{A}) \partial_r V_1 + r A_{22}(\bar{U}, \bar{B}, \bar{A}) \partial_\theta V_2 + r A_{12}(\bar{U}) \partial_r V_1 + A_{21}(\bar{U}) \partial_\theta V_1 \\
+ e_1(r) V_1 + e_2(r) V_2 = F_3(\bar{U}_1, \bar{U}_2, \bar{B}, \bar{A}),
\end{cases}
\end{align*}
\]

where

\[
F_3(\bar{U}, \bar{B}, \bar{A}) = F_1(\bar{U}, \bar{B}, \bar{A}) - A_{11}(\bar{U}, \bar{B}, \bar{A}) \partial_r \left( \frac{1}{r} \partial_\theta \phi_1 \right) + r A_{22}(\bar{U}, \bar{B}, \bar{A}) \partial_\theta \partial^2_r \phi_1
\]

\[
+ r A_{12}(\bar{U}) \partial^2_r \phi_1 - \frac{A_{21}(\bar{U})}{r} \partial^2_\theta \phi_1 - \frac{e_1(r)}{r} \partial_\theta \phi_1 + \bar{\epsilon}_2(r) \partial_r \phi_1 \in H^3(\Omega),
\]

and

\[
\| F_3(\bar{U}, \bar{B}, \bar{A}) \|_{H^3(\Omega)} \leq C_0 (\delta_1 + \delta_0^2).
\]

Introduce the potential function

\[
\phi_2(r, \theta) = \int_{r_1}^r V_1(\tau, \theta) d\tau + \int_0^\theta r_1(V_2(r_1, s) + \tilde{d}_0) d\tau,
\]

where \( \tilde{d}_0 = -\frac{1}{2\pi} \int_0^{2\pi} [e g_1(\theta) + \partial_r \phi_1(r_1, \theta)] d\theta \) is introduced to guarantee that \( \phi_2(r, \theta) = \phi_2(r, \theta + 2\pi) \). Then \( \phi_2 \) is periodic in \( \theta \) with period \( 2\pi \) and satisfies

\[
\partial_r \phi_2(r, \theta) = V_1(r, \theta), \quad \partial_\theta \phi_2(r, \theta) = r V_2(r, \theta) + r_1 \tilde{d}_0.
\]

Substituting (3.44) into (3.43) leads to the following boundary value problem for a second-order linear mixed type equation

\[
\begin{align*}
\begin{cases}
A_{11}(\bar{U}, \bar{B}, \bar{A}) \partial^2_r \phi_2 + A_{22}(\bar{U}, \bar{B}, \bar{A}) \partial^2_\theta \phi_2 + (A_{12} + A_{21})(\bar{U}) \partial^2_\theta \phi_2 \\
+ e_1(r) \partial_r \phi_2 + E_2(\bar{U}) \partial_\theta \phi_2 = F_4(\bar{U}, \bar{B}, \bar{A}),
\end{cases}
\end{align*}
\]

where

\[
\begin{align*}
\partial_r \phi_2(r_0, \theta) - \frac{l_0}{r_0} \partial_\theta \phi_2(r_0, \theta) &= \tilde{g}_0(\theta),
\partial_\theta \phi_2(r_1, \theta) &= \tilde{g}_1(\theta), \quad \phi_2(r_1, 0) = 0,
\end{align*}
\]
where

\[ F_4(\tilde{U}, \tilde{B}, \tilde{A}) = F_3(\tilde{U}, \tilde{B}, \tilde{A}) + \left( -\frac{A_{12}}{r} + \tilde{e}_2(r) \right) r_1 \tilde{d}_0 \in H^3, \]

\[ E_2(\tilde{U}) = \tilde{e}_2(r) \frac{r}{r} - \frac{A_{12}(\tilde{U})}{r} e_2(r) \frac{r}{r^2} + \tilde{U}_1 \tilde{U}_2, \]

\[ \tilde{g}_0(\theta) = \epsilon g_0(\theta) - \frac{1}{r} \partial_\theta \phi_1(r_0, \theta) - l_0 \partial_r \phi_1(r_0, \theta) - \frac{l_0 r_1 \tilde{d}_0}{r_0}, \]

\[ \tilde{g}_1(\theta) = \epsilon r_1 g_1(\theta) + r_1 \partial_r \phi_1(r_1, \theta) + r_1 \tilde{d}_0 \]

and

\[ \| E_2(\tilde{U}) - e_2(r) \|_{H^3(\Omega)} = \| \frac{1}{r^2}(\tilde{U}_1 \tilde{U}_2 - U_{b1} U_{b2}) \|_{H^3(\Omega)} \leq C_0 \delta_0. \]

The problem (3.45) is only different slightly from (3.9), one can adapt the same ideas in previous section to show the existence and uniqueness of a smooth solution \( \phi_2 \in H^4(\Omega) \) to (3.45) with the estimate

\[ \| \phi_2 \|_{H^4(\Omega)} \leq C(\| F_4(\tilde{U}, \tilde{B}, \tilde{A}) \|_{H^3(\Omega)} + \sum_{j=0,1} \| \tilde{g}_j \|_{H^3(\Omega)}) \leq C_0(\epsilon + \delta_1 + \delta_0^2). \] (3.46)

Therefore, \( T^{(\tilde{B}, \tilde{A})} \) is well-defined if one sets \( \delta_0 = \sqrt{\epsilon + \delta_1} \) and selects \( \sqrt{\epsilon + \delta_1} \leq \frac{1}{2C_0} \).

It remains to show that the iteration mapping \( T^{(\tilde{B}, \tilde{A})} \) is contractive in a low order norm for sufficiently small \( \epsilon + \delta_1 \). Set \( \tilde{U}^{(i)} = T^{(\tilde{B}, \tilde{A})}(\tilde{U}^{(i)}) \) for any \( \tilde{U}^{(1)}, \tilde{U}^{(2)} \in \mathcal{X}_1 \) and denote \( \tilde{U}_j^{(1)} - \tilde{U}_j^{(2)} \) by \( \tilde{V}_j \), \( j = 1, 2 \), \( U_j^{(1)} - U_j^{(2)} \) by \( V_j \), \( j = 1, 2 \). Then, it follows from (3.42) that

\[
\begin{cases}
A_{11} \partial_r V_1 + r A_{22} \partial_\theta V_2 + r A_{12} \partial_r V_2 + A_{21} \partial_\theta V_1 + e_1(r) V_1 + \tilde{e}_2(r) V_2 \\
F(\tilde{U}^{(1)}, \tilde{U}^{(2)}, \tilde{B}, \tilde{A}),
\end{cases}
\]

\[
\left\{ \begin{array}{l}
\frac{1}{r} \partial_\theta V_1 - \frac{1}{r} \partial_r (r V_2) - F_2(\tilde{U}^{(1)}, \tilde{B}, \tilde{A}) - F_2(\tilde{U}^{(2)}, \tilde{B}, \tilde{A}), \\
V_1(r_0, \theta) - l_0 V_2(r_0, \theta) = 0,
\end{array} \right.
\]

\[
V_2(r_1, \theta) = 0,
\]

where \( A_{ij}^{(k)} = A_{ij}(\tilde{U}^k, \tilde{B}, \tilde{A}) \) for any \( i, j, k = 1, 2 \) and

\[ F(\tilde{U}^{(1)}, \tilde{U}^{(2)}, \tilde{B}, \tilde{A}) = F_1(\tilde{U}^{(1)}, \tilde{B}, \tilde{A}) - F_1(\tilde{U}^{(2)}, \tilde{B}, \tilde{A}) - (A_{11}^{(1)} - A_{11}^{(2)}) \partial_r \tilde{U}_2^{(2)} - r (A_{22}^{(1)} - A_{22}^{(2)}) \partial_\theta \tilde{U}_2^{(2)} - (A_{21}^{(1)} - A_{21}^{(2)}) \partial_\theta \tilde{U}_1^{(2)} - r (A_{12}^{(1)} - A_{12}^{(2)}) \partial_r \tilde{U}_1^{(2)} - r (A_{12}^{(1)} - A_{12}^{(2)}) \partial_\theta \tilde{U}_1^{(2)} \]

As above, decompose \( V_1 \) and \( V_2 \) as

\[ V_1 = \frac{1}{r} \partial_\theta \phi_3 + \partial_r \phi_4, \quad V_2 = -\partial_\theta \phi_3 + \frac{1}{r} \partial_\theta \phi_4 - \frac{r_1}{r} d_1, \quad d_1 = -\frac{1}{2\pi} \int_0^{2\pi} \partial_r \phi_3(r_1, \theta) d\theta, \]

where \( \phi_3 \) and \( \phi_4 \) solve the following boundary value problems respectively:

\[
\begin{cases}
(\partial_r^2 + \frac{1}{r} \partial_r + \frac{1}{r^2} \partial_\theta^2) \phi_3 = F_2(\tilde{U}^{(1)}, \tilde{B}, \tilde{A}) - F_2(\tilde{U}^{(2)}, \tilde{B}, \tilde{A}), \text{ in } \Omega, \\
\phi_3(r_0, \theta) = \phi_1(r_1, \theta) = 0, \quad \theta \in T_{2\pi},
\end{cases}
\]
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Then combining the $H^2(\Omega)$ estimate of $\phi_3$ and the $H^1(\Omega)$ estimate of $\phi_4$ leads to

$$
\|(V_1, V_2)\|_{L^2(\Omega)} \leq C_1(\delta_0 + \delta_1)\|(V_1, V_2)\|_{L^2(\Omega)}.
$$

(3.47)

Choose $\delta_0 = \sqrt{\epsilon + \delta_1}$ small enough such that

$$
\|(V_1, V_2)\|_{L^2(\Omega)} \leq \frac{1}{2}\|(V_1, V_2)\|_{L^2(\Omega)}
$$

Then $T^{(B, A)}$ is a contractive mapping in $L^2(\Omega)$-norm and there exists a unique fixed point $\tilde{U} \in X_1$ to $T^{(B, A)}$.

In summary, we have shown that, for any fixed $(B, \bar{A}) \in X_2$, the following problem has a unique solution $\tilde{U} \in X_1$,

$$
\left\{
\begin{aligned}
&\left(c^2(B, |\tilde{U}|^2) - \tilde{U}_1^2\right)\partial_r \tilde{U}_1 + \left(c^2(B, |\tilde{U}|^2) - \tilde{U}_2^2\right)\frac{1}{r} \partial_\theta \tilde{U}_2 \\
&- \tilde{U}_1 \tilde{U}_2 \partial_r \tilde{U}_1 + \frac{1}{r} \partial_\theta \tilde{U}_1 + \frac{1}{4} c^2(B, |\tilde{U}|^2) \tilde{U}_1 \\
&= -\left(\tilde{U}_1 \partial_r + \tilde{U}_2 \frac{1}{r} \partial_\theta\right) \tilde{B} + \frac{c^2(B, |\tilde{U}|^2)}{\gamma - 1}(\tilde{U}_1 \partial_r + \tilde{U}_2 \frac{1}{r} \partial_\theta) \tilde{A}, \\
&\frac{1}{2} \tilde{U}_2 (\partial_\theta \tilde{U}_1 - \partial_r (r \tilde{U}_2)) = \frac{B - 1}{A} \tilde{U}_1 \partial_\theta \tilde{A} - \partial_r \tilde{B}, \\
&\tilde{U}_1 (r_0, \theta) - l_0 \tilde{U}_2 (r_0, \theta) = U_{e1}(r_0) - l_0 U_{e2}(r_0) + \epsilon g_0(\theta) \in H^3(\mathbb{T}_{2\pi}), \\
&\tilde{U}_2 (r_1, \theta) = U_{e20} + \epsilon g_1(\theta) \in C^{3, \alpha}(\mathbb{T}_{2\pi}).
\end{aligned}
\right.
$$

(3.48)

Note that when $\epsilon + \delta_1$ is suitably small, one may regard (3.48) as a uniformly first order elliptic system in $\Omega_{lue}$. Since $\tilde{U} \in X_1$ and $\bar{B}, \bar{A} \in X_2$, so the coefficients in (3.48) belong to $H^3(\Omega) \subset C^{1, \alpha_1}(\bar{\Omega})$ for each $\alpha_1 \in (0, 1)$, the terms on the right hand side belong to $H^2(\Omega)$ and $\tilde{U}_2(r_1, \theta) \in C^{3, \alpha}(\mathbb{T}_{2\pi})$. Thus by standard interior and boundary regularity estimates to elliptic systems, one can improve the regularity of $\tilde{U} \in H^4(\Omega_{lue}) \subset C^{2, \alpha}(\Omega_{lue})$. This, together with the assumption $(\bar{B}, \bar{A}) \in C^{3, \alpha}(\Omega_{lue})$, implies that the terms on the right hand side belong to $C^{2, \alpha}(\Omega_{lue})$. The interior and boundary Schauder estimates to elliptic systems in $\Omega_{lue}$ yield that $\tilde{U} \in C^{3, \alpha}(\Omega_{lue})$. In particular, $(\rho(\tilde{U}, \bar{B}, \bar{A})\tilde{U})_1(r_1, :) \in C^{3, \alpha}(\mathbb{T}_{2\pi})$.

Next, for any $(\bar{B}, \bar{A}) \in X_2$, we construct an operator $\mathcal{P}$: $(\bar{B}, \bar{A}) \in X_2 \mapsto (B, A) \in X_2$, where $(B, A) = (B_0 + \bar{B}, A_0 + \bar{A})$ solves the following transport equations

$$
\left\{
\begin{aligned}
\rho(\tilde{U}, \bar{B}, \bar{A}) (r \tilde{U}_1 \partial_r + \tilde{U}_2 \partial_\theta) \bar{B} = 0, \\
\rho(\tilde{U}, \bar{B}, \bar{A}) (r \tilde{U}_1 \partial_r + \tilde{U}_2 \partial_\theta) \bar{A} = 0, \\
\bar{B}(r_1, \theta) = \epsilon B_1(\theta) \in C^{4, \alpha}(\mathbb{T}_{2\pi}), \\
\bar{A}(r_1, \theta) = \epsilon A_1(\theta) \in C^{4, \alpha}(\mathbb{T}_{2\pi}),
\end{aligned}
\right.
$$

(3.49)
here $\bar{U} \in H^3(\Omega) \cap C^{2,\alpha}(\Omega_{ue}) \cap C^{3,\alpha}(\Omega_{ue})$ is the unique fixed point of $T(\bar{B},\bar{A})$, that is, $\bar{U}$ is the unique solution to (3.48). By (3.48), it holds
\[
\partial_t(r\rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1) + \partial_{\theta}(\rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_2) = 0,
\]
which enables one to define the stream function on $[r_0, r_1] \times \mathbb{R}$ as
\[
\psi(r, \theta) = \int_0^\theta r_1(\rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1)(r_1, \tau)d\tau - \int_{r_1}^r (\rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_2)(\tau, \theta)d\tau.
\]
Note that the function $\psi$ defined above may not be periodic in $\theta$. However, it holds true that
\[
\begin{cases}
\partial_r \psi(r, \theta) = -(\rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_2)(r, \theta) \in H^3(\Omega) \cap C^{2,\alpha}(\Omega_{ue}) \cap C^{3,\alpha}(\Omega_{ue}), \\
\partial_{\theta}\psi(r, \theta) = r(\rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1)(r, \theta) \in H^3(\Omega) \cap C^{2,\alpha}(\Omega_{ue}) \cap C^{3,\alpha}(\Omega_{ue}), \\
\psi(r, \theta) \in H^4(\Omega) \cap C^{3,\alpha}(\Omega_{ue}) \cap C^{4,\alpha}(\Omega_{ue}).
\end{cases}
\]
Since the background transonic flow is symmetric in $r$ with $U_{b_1} < 0$, and $\bar{U} \in X_1$, define $\psi(r_1, \theta) = r_1(\rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1)(r_1, \theta) < 0$, the inverse function of $\psi(r_1, \cdot)$: $\theta \in \mathbb{R} \mapsto r \in \mathbb{R}$ is well-defined and is denoted by $\psi_{r_1}^{-1}$: $t \in \mathbb{R} \mapsto \theta \in \mathbb{R}$.

Define the functions
\[
\tilde{B}(r, \theta) = \epsilon B_1(\psi_{r_1}^{-1}(\psi(r, \theta))), \quad \tilde{A}(r, \theta) = \epsilon A_1(\psi_{r_1}^{-1}(\psi(r, \theta))).
\]  
(3.50)

We claim that $\tilde{B}$ and $\tilde{A}$ defined in (3.50) are periodic in $\theta$ with period $2\pi$. Indeed, it follows from the definition that $\tilde{B}(r, \theta + 2\pi) = \epsilon B_1(\psi_{r_1}^{-1}(\psi(r, \theta + 2\pi)))$ and $\tilde{A}(r, \theta) = \epsilon A_1(\psi_{r_1}^{-1}(\psi(r, \theta)))$. Denote $\beta_0 = \psi_{r_1}^{-1} \circ \psi(r, \theta)$ and $\beta_1 = \psi_{r_1}^{-1} \circ \psi(r, \theta + 2\pi)$. It suffices to show that $\beta_0 + 2\pi = \beta_1$.

Since $\rho(\bar{U}, \bar{B}, \bar{A})(\dot{U}_1, \dot{U}_2)$ is periodic in $\theta$ with period $2\pi$,
\[
\psi_{r_1}(\beta_1) = \psi(r, \theta + 2\pi) = \psi(r, \theta) + \int_0^{\theta+2\pi} \rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1(r_1, \tau)d\tau
\]
\[
= \psi_{r_1}(\beta_0) + \int_{\beta_1-2\pi}^{\beta_1} \rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1(r_1, \tau)d\tau
\]
and noting that $\psi_{r_1}(\beta_1) = \int_0^{\beta_1} \rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1(r_1, \tau)d\tau$, thus
\[
\psi_{r_1}(\beta_0) = \psi_{r_1}(\beta_1) - \int_{\beta_1-2\pi}^{\beta_1} \rho(\bar{U}, \bar{B}, \bar{A})\dot{U}_1(r_1, \tau)d\tau = \psi_{r_1}(\beta_1 - 2\pi).
\]

By monotonicity of $\psi_{r_1}(\cdot)$, $\beta_1 - 2\pi = \beta_0$. It is easy to verify that the functions defined in (3.50) yield the unique solution to (3.49). Since $(\rho(\bar{U}, \bar{B}, \bar{A})(\dot{U}_1, \cdot)) \in C^{3,\alpha}(T_{2\pi})$, then $\psi_{r_1}^{-1} \in C^{4,\alpha}(\mathbb{R})$ and one has
\[
\|\tilde{B}\|_{H^4(\Omega)} + \|\tilde{A}\|_{C^{3,\alpha}(\Omega_{ue})} + \|\tilde{B}\|_{C^{4,\alpha}(\Omega_{ue})} \leq C_2\epsilon.
\]

Therefore, $P$ is well-defined if one selects $\delta_1 = \sqrt{\epsilon}$ and $\sqrt{\epsilon} \leq \frac{1}{C_2}$. It remains to show that the mapping $P$ is contractive in a low order norm for suitably small $\epsilon$. Let $(B^{(i)}, A^{(i)}) = P(B^{(i)}, A^{(i)})(i = 1, 2)$ for any $(\bar{B}^{(i)}, \bar{A}^{(i)}) \in X_2, (i = 1, 2)$ and
denote $\tilde{B}^{(1)} - \tilde{B}^{(2)}$ by $\tilde{B}_d$, $\tilde{A}^{(1)} - \tilde{A}^{(2)}$ by $\tilde{A}_d$, $B^{(1)} - B^{(2)}$ by $B_d$ and $A^{(1)} - A^{(2)}$ by $A_d$, respectively. Then, it follows from (3.50) that

$$
\begin{cases}
\tilde{B}^{(i)}(r, \theta) = \epsilon B_1 \circ (\psi^{(i)})^{-1} \circ \psi^{(i)}(r, \theta), \\
\tilde{A}^{(i)}(r, \theta) = \epsilon A_1 \circ (\psi^{(i)})^{-1} \circ \psi^{(i)}(r, \theta),
\end{cases}
$$

where

$$
\psi^{(i)}(r, \theta) = \int_0^\theta r_1(\rho(\tilde{U}^{(i)}, \tilde{B}^{(i)}, \tilde{A}^{(i)})\tilde{U}_1^{(i)})(r_1, \tau)d\tau - \int_{r_1}^r(\rho(\tilde{U}^{(i)}, \tilde{B}^{(i)}, \tilde{A}^{(i)})\tilde{U}_2^{(i)})(\tau, \theta)d\tau,
$$

$(\psi^{(i)})^{-1}: t \in \mathbb{R} \mapsto \theta \in \mathbb{R}$ is the inverse function of $\psi^{(i)}(r_1, \cdot); \theta \in \mathbb{R} \mapsto t \in \mathbb{R}$ and $\tilde{U}^{(i)}$ is the unique fixed point of $\mathcal{T}^{(B^{(i)}, A^{(i)})}$, $i = 1, 2$. Thus,

$$
|B_d| = |\tilde{B}^{(1)} - \tilde{B}^{(2)}| \leq \epsilon \|B'_1\|_{L^\infty(\mathbb{T}_{2\pi})}\|\beta^{(1)}(r, \theta) - \beta^{(2)}(r, \theta)\|
$$

where $\beta^{(i)}(r, \theta) = (\psi^{(i)})^{-1} \circ \psi^{(i)}(r, \theta) \in [0, 2\pi]$. It follows from the definitions that

$$
\int_{\beta^{(2)}(r, \theta)}^{\beta^{(1)}(r, \theta)} r_1(\rho(\tilde{U}^{(1)}, \tilde{B}^{(1)}, \tilde{A}^{(1)})\tilde{U}_1^{(1)})(r_1, \tau)d\tau = \psi^{(1)}(r, \theta) - \psi^{(2)}(r, \theta)
$$

$$
- \int_0^{\beta^{(2)}(r, \theta)} r_1\{\rho(\tilde{U}^{(1)}, \tilde{B}^{(1)}, \tilde{A}^{(1)})\tilde{U}_1^{(1)} - \rho(\tilde{U}^{(2)}, \tilde{B}^{(2)}, \tilde{A}^{(2)})\tilde{U}_2^{(2)}\}(r_1, \tau)d\tau,
$$

which implies

$$
\begin{align*}
\frac{m^{(1)}}{m^{(2)}}\|\beta^{(1)}(r, \theta) - \beta^{(2)}(r, \theta)\| & \leq |\psi^{(1)}(r, \theta) - \psi^{(2)}(r, \theta)| + r_1 \int_0^{2\pi} |\rho(\tilde{U}^{(1)}, \tilde{B}^{(1)}, \tilde{A}^{(1)})\tilde{U}_1^{(1)} - \rho(\tilde{U}^{(2)}, \tilde{B}^{(2)}, \tilde{A}^{(2)})\tilde{U}_2^{(2)}|(r_1, \tau)d\tau \\
& = r_1 \min_{\theta \in [0, 2\pi]}(-\rho(\tilde{U}^{(i)}, \tilde{B}^{(i)}, \tilde{A}^{(i)})\tilde{U}_1^{(i)})(r_1, \theta) > 0.
\end{align*}
$$

Noting that $\tilde{B}_d(r_1, \theta) = \tilde{A}_d(r_1, \theta) \equiv 0$, one has

$$
\|B_d\|_{L^2(\Omega)} \leq C_3 \epsilon \left(\|(\tilde{U}^{(1)} - \tilde{U}^{(2)}, \tilde{B}_d, \tilde{A}_d)\|_{L^2(\Omega)} + \|(\tilde{U}^{(1)} - \tilde{U}^{(2)})(r_1, \cdot)\|_{L^2(\mathbb{T}_{2\pi})}\right).
$$

Since

$$
|\partial_r B_d| = \epsilon|B'_1(\beta^{(1)}(r, \theta))\partial_\beta^{(1)}(r, \theta) - B'_1(\beta^{(2)}(r, \theta))\partial_\beta^{(2)}(r, \theta)|
$$

$$
= \epsilon|\left(B'_1(\beta^{(1)}(r, \theta)) - B'_1(\beta^{(2)}(r, \theta))\right)\partial_r\beta^{(1)} + B'_1(\beta^{(2)}(r, \theta))\left(\partial_r\beta^{(1)} - \partial_\beta^{(2)}\right)|
$$

$$
\leq \epsilon\|B'_1\|_{L^\infty(\mathbb{T}_{2\pi})}\|\beta^{(1)}(r, \theta) - \beta^{(2)}(r, \theta)\| \frac{1}{m^{(1)}}\|\nabla\psi^{(1)}(r, \theta)\|_{L^\infty(\Omega)}
$$

$$
+ \epsilon\|B'_1\|_{L^\infty(\mathbb{T}_{2\pi})}\|\nabla\psi^{(1)}(r, \theta)\|_{L^\infty(\Omega)}\left(\rho(\tilde{U}^{(1)}, \tilde{B}^{(1)}, \tilde{A}^{(1)})\tilde{U}_1^{(1)}(r_1, \psi^{(1)})
$$

$$
- (\rho(\tilde{U}^{(2)}, \tilde{B}^{(2)}, \tilde{A}^{(2)})\tilde{U}_2^{(2)})(r_1, \psi^{(2)})\right)
$$

$$
+ \epsilon\|B'_1\|_{L^\infty(\mathbb{T}_{2\pi})}\frac{1}{m^{(2)}}\|\nabla\psi^{(1)}(r, \theta) - \nabla\psi^{(2)}(r, \theta)\|,
$$
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and similar computations are valid for $\partial_\theta B_d$. Then one has
\[
\|\nabla B_d\|_{L^2(\Omega)} \leq C_3\varepsilon\left(\|(\bar{U}^{(1)} - \bar{U}^{(2)}, \bar{B}_d, \bar{A}_d)\|_{L^2(\Omega)} + \|(\bar{U}^{(1)} - \bar{U}^{(2)})_1, \cdot\|_{L^2(\mathbb{T}_2)}\right)
\]
with $C_3$ independent of $\bar{U}^{(i)}, \bar{B}^{(i)}, \bar{A}^{(i)}, i = 1, 2$. Same estimate holds for $A_d$. Therefore,
\[
\|(B_d, A_d)\|_{H^1(\Omega)} \leq C_3\varepsilon\left(\|(\bar{U}^{(1)} - \bar{U}^{(2)}, \bar{B}_d, \bar{A}_d)\|_{L^2(\Omega)} + \|(\bar{U}^{(1)} - \bar{U}^{(2)})_1, \cdot\|_{L^2(\mathbb{T}_2)}\right).
\]
(3.51)

We further claim that
\[
\|(\bar{U}^{(1)} - \bar{U}^{(2)})_1\|_{L^2(\Omega)} + \|(\bar{U}^{(1)} - \bar{U}^{(2)})_1, \cdot\|_{L^2(\mathbb{T}_2)} \leq C_4\|\bar{B}_d, \bar{A}_d\|_{H^1(\Omega)}.
\]
(3.52)

Indeed, set $\tilde{U}_j^{(1)} - \tilde{U}_j^{(2)}$ by $\tilde{U}_j^{(i)}$ for $j = 1, 2$ respectively. It follows from (3.48) that
\[
\begin{align*}
A_{11}(\bar{U}^{(1)}, \bar{B}^{(1)})\partial_r \bar{U}_{d1} + r A_{22}(\bar{U}^{(1)}, \bar{B}^{(1)})\partial_\theta \bar{U}_{d2} + r A_{12}(\bar{U}^{(1)}, \bar{B}^{(1)})\partial_r \bar{U}_{d2} \\
+ A_{21}(\bar{U}^{(1)}, \bar{B}^{(1)})\partial_\theta \bar{U}_{d1} + e_1(r)\bar{U}_{d1} + e_2(r)\bar{U}_{d2} = R_1,
\end{align*}
\]
(3.53)

where $R_1$ and $R_2$ are two quantities which satisfy
\[
\begin{align*}
\|R_1\|_{L^2(\Omega)} &\leq C\left(\|(B_d, A_d)\|_{L^2(\Omega)} + \delta_0\|\bar{U}^{(1)} - \bar{U}^{(2)}_1\|_{L^2(\Omega)}\right), \\
\|R_2\|_{L^2(\Omega)} &\leq C\left(\|(B_d, A_d)\|_{H^1(\Omega)} + \delta_1\|\bar{U}^{(1)} - \bar{U}^{(2)}_1\|_{L^2(\Omega)}\right).
\end{align*}
\]

Similar arguments as for (3.47) yield
\[
\|(\bar{U}^{(1)} - \bar{U}^{(2)}_1)\|_{L^2(\Omega)} \leq C_4\left(\|(B_d, A_d)\|_{H^1(\Omega)} + (\delta_0 + \delta_1)\|\bar{U}^{(1)} - \bar{U}^{(2)}\|_{L^2(\Omega)}\right).
\]

Since (3.53) is uniformly elliptic in $\overline{\Omega_{tue}}$, the interior and boundary $H^1$ estimates for elliptic systems yield that
\[
\|(\bar{U}^{(1)} - \bar{U}^{(2)})_1\|_{H^1(\overline{\Omega_{tue}})} \leq C_4\left(\|(B_d, A_d)\|_{H^1(\Omega)} + (\delta_0 + \delta_1)\|\bar{U}^{(1)} - \bar{U}^{(2)}\|_{L^2(\Omega)}\right),
\]
which further implies, by the trace Theorem, that
\[
\|(\bar{U}^{(1)} - \bar{U}^{(2)}_1)\|_{L^2(\mathbb{T}_2)} \leq C_4\left(\|(B_d, A_d)\|_{H^1(\Omega)} + (\delta_0 + \delta_1)\|\bar{U}^{(1)} - \bar{U}^{(2)}\|_{L^2(\Omega)}\right).
\]

Choosing $\delta_0 + \delta_1 = \sqrt{\epsilon + \delta_1} + \delta_1 = \sqrt{\epsilon + \delta_1} + \sqrt{\epsilon}$ small enough such that $C_4(\delta_0 + \delta_1) < 1/2$, one obtains (3.52).
Combining (3.51) and (3.52), we obtain finally that
\[
\| (B_d, A_d) \|_{H^1(\Omega)} \leq C_5 \epsilon \| (\hat{B}_d, \hat{A}_d) \|_{H^1(\Omega)} \leq \frac{1}{2} \| (\hat{B}_d, \hat{A}_d) \|_{H^1(\Omega)},
\]
provided that \(0 < \epsilon \leq \frac{1}{2C_5}\). Hence \(\mathcal{P}\) is a contractive mapping in \(H^1(\Omega)\)-norm and there exists a unique fixed point \((B, A) \in \mathcal{X}_2\). Denote the fixed point of the mapping \(T^{B,A}\) in \(\mathcal{X}_1\) by \(U\), then \((U, B, A)\) is a solution to the 2-D steady Euler system (1.6) with boundary conditions (1.7)-(1.10), which also satisfies the estimate (1.13). The uniqueness can be proved by a similar argument as for the contraction of the two mappings \(T^{B,A}\) and \(P\). The properties of the sonic surface can be proved as in Theorem 3.1. The proof of Theorem 1.2 is completed.

4 Smooth axi-symmetric transonic flows with small nonzero vorticity

In this section, we prove Theorem 1.9. As in the proof of Theorem 1.2, we employ the deformation-curl decomposition in [35, 36] and rewrite the system (1.2) as

\[
\begin{cases}
(c^2(B, |U|^2) - U_1^2)\partial_r U_1 + (c^2(B, |U|^2) - U_3^2)\partial_3 U_3 - U_1 U_3 (\partial_3 U_1 + \partial_r U_3) + \frac{c^2(B,|U|^2)+U_3^2}{r} U_1 = 0, \\
(U_1 \partial_r + U_3 \partial_3)(r U_2) = 0, \\
U_1 (\partial_r U_3 - \partial_3 U_1) = -\partial_3 B + U_2 \partial_3 U_2 + \frac{1}{\gamma-1} \rho^{\gamma-1} \partial_2 A, \\
(U_1 \partial_r + U_3 \partial_3) B = 0, \\
(U_1 \partial_r + U_3 \partial_3) A = 0,
\end{cases}
\]

with boundary conditions on \(r = r_1\):

\[
U_3 = \epsilon q_3(x_3), \quad U_2 = U_{b_2} + \epsilon q_2(x_3), \quad B = B_0 + \epsilon \tilde{B}_1(x_3), \quad A = A_0 + \epsilon \tilde{A}_1(x_3),
\]

and on \(r = r_0\):

\[
U_1 = U_{b_1} + \epsilon q_1(x_3).
\]

Here, \(q_i, i = 1, 2, 3, \tilde{B}_1, \tilde{A}_1 \in C^{2,\alpha}_c(\mathbb{R})\).

As before, set

\[
\hat{U}_1 = U_1 - U_{b_1}, \quad \hat{U}_2 = U_2 - U_{b_2}, \quad \hat{U}_3 = U_3, \quad \hat{B} = B - B_0, \quad \hat{A} = A - A_0.
\]

Then \(\hat{U}, \hat{B}\) and \(\hat{A}\) satisfy

\[
\begin{cases}
A_{b_1} \partial_r \hat{U}_1 + A_{b_3} \partial_3 \hat{U}_3 + \epsilon_1(r) \hat{U}_1 = G_1(U, B, A), \\
\partial_r \hat{U}_3 - \partial_3 \hat{U}_1 = G_2(U, B, A), \\
(U_1 \partial_r + U_3 \partial_3)(r \hat{U}_2) = 0, \\
(U_1 \partial_r + U_3 \partial_3) \hat{B} = 0, \\
(U_1 \partial_r + U_3 \partial_3) \hat{A} = 0,
\end{cases}
\]
where \( e_1(r) \) is given as Section 2, \( A_{b11}(r) = c^2(\rho_b) - U_{b1}^2, \ A_{b33}(r) = c^2(\rho_b) \) and

\[
\begin{align*}
G_1(\tilde{U}, B, A) &= - (\gamma - 1)(U_{b1}'' + \frac{1}{\gamma}U_{b1}') (\tilde{B} - \frac{1}{2}U_{b3}^2) + \left( (\gamma - 1)U_{b1}' U_{b2} + \frac{\gamma - 3}{\gamma} U_{b1} U_{b2} \right) \tilde{U}_2 \\
&+ \left( \frac{\gamma + 1}{2} U_{b1}' + \frac{\gamma - 1}{2} U_{b1} \right) \tilde{U}_1' + \left( \frac{\gamma - 1}{2} U_{b1}' + \frac{\gamma - 3}{2\gamma} U_{b1} \right) \tilde{U}_2^2 - \frac{1}{\gamma}(c^2 + U_2^2 - c_b^2 - U_{b2}^2) \tilde{U}_1 \\
&- (c^2 - U_1^2 - c_b^2 + U_{b1}') \partial_r \tilde{U}_1 - (c^2 - c_b^2 - U_{b3}^2) \partial_3 \tilde{U}_3 + U_1 \tilde{U}_3 (\partial_r \tilde{U}_3 + \partial_3 \tilde{U}_1), \\
G_2(\tilde{U}, B, A) &= \frac{1}{U_1} \left( - \partial_2 \tilde{B} + U_2 \partial_3 \tilde{U}_2 + \frac{1}{\gamma - 1} \rho^{\gamma - 1} \partial_3 \tilde{A} \right).
\end{align*}
\]

(4.5)

In contracts to the mixed type system (3.40), the left hand side of the system (4.4) is a decoupled hyperbolic-elliptic system. \( r U_2, B \) and \( \tilde{A} \) satisfy hyperbolic equations, while \( U_1 \) and \( U_3 \) satisfy a first order elliptic system. By resolving the hyperbolic quantities first, it is easy to see that \( \tilde{U}_2, \tilde{B} \) and \( \tilde{A} \) are of same order as \( O(\epsilon) \). The terms involving derivatives \( \nabla \tilde{U}_j \) for \( j = 1, 3 \) in \( G_1 \) contain also a small factor, thus the left hand side of the first two equations in (4.4) are the principal part.

Now we start to prove Theorem 1.9. Define the solution space as

\[
\mathcal{X} = \left\{ (U, B, A)(r, x_3) \in C^{2,\alpha}(\mathbb{R}) : \left\| (\tilde{U}, \tilde{B}, \tilde{A}) \right\|_{C^{2,\alpha}(\mathbb{R})} \leq \delta_0, \lim_{x_3 \to \pm\infty} (\tilde{U}, \tilde{B}, \tilde{A})(r, x_3) = 0 \right\},
\]

with \( \delta_0 > 0 \) to be specified later. For any \( (\tilde{U}, \tilde{B}, \tilde{A}) \in \mathcal{X} \), we will construct an operator \( \mathcal{T} : (\tilde{U}, \tilde{B}, \tilde{A}) \in \mathcal{X} \mapsto (U, B, A) \in \mathcal{X} \), with \( (U, B, A) \) to be obtained by the following steps.

First one obtains \( (U_2, B, A) \) by solving the following hyperbolic problems:

\[
\begin{align*}
(\tilde{U}_1 \partial_r + \tilde{U}_3 \partial_3) (r \tilde{U}_2, \tilde{B}, \tilde{A}) &= 0, \\
(\tilde{U}_2, \tilde{B}, \tilde{A})(r_1, x_3) &= (\epsilon q_2(x_3), \epsilon B_1(x_3), \epsilon A_1(x_3)).
\end{align*}
\]

(4.6)

Since \( \tilde{U} \in \mathcal{X} \) and \( \tilde{U}_1 > 0 \) and \( \left\| \tilde{U}_3 \right\|_{C^{2,\alpha}(\mathbb{R})} \leq \delta_0 \), the above transport equations can be solved by the characteristics method with the following estimates

\[
\left\| (\tilde{U}_2, \tilde{B}, \tilde{A}) \right\|_{C^{2,\alpha}(\mathbb{R})} \leq C_6 \epsilon,
\]

(4.7)

where \( C_6 \) depends only on the background solution and the boundary datum. Moreover, since \( (q_2, \tilde{B}_1, \tilde{A}_1) \) has compact support, it is easy to see that \( (\tilde{U}_2, \tilde{B}, \tilde{A}) \) also has compact support and

\[
\lim_{x_3 \to \pm\infty} (\tilde{U}_2, \tilde{B}, \tilde{A})(r, x_3) = 0, \quad \lim_{x_3 \to \pm\infty} \nabla_{r, x_3} (\tilde{U}_2, \tilde{B}, \tilde{A})(r, x_3) = 0.
\]

(4.8)

Next we will solve the following boundary value problem for a linear first order elliptic system to obtain \( (U_1, U_3) \).

\[
\begin{align*}
A_{b11}(r) \partial_r \tilde{U}_1 + A_{b33}(r) \partial_3 \tilde{U}_3 + e_1(r) \tilde{U}_1 &= G_1(\tilde{U}_1, U_2, \tilde{U}_3, B, A), \\
\partial_r \tilde{U}_3 - \partial_3 \tilde{U}_1 &= G_2(\tilde{U}_1, U_2, \tilde{U}_3, B, A), \\
\tilde{U}_1(r_0, x_3) &= \epsilon q_1(x_3), \\
\tilde{U}_3(r_1, x_3) &= \epsilon q_3(x_3), \\
\lim_{x_3 \to \pm\infty} \tilde{U}_1(r, x_3) &= 0.
\end{align*}
\]

(4.9)
With the formula of $G_1$ and $G_2$ in (4.5) and the estimates (4.7), it can be verified directly that
\[
\begin{align*}
\lim_{x_3 \to \pm \infty} G_1(\bar{U}_1, U_2, \bar{U}_3, B, A) &= 0, \quad \lim_{x_3 \to \pm \infty} G_2(\bar{U}_1, U_2, \bar{U}_3, B, A) = 0.
\end{align*}
\]

It is easy to show that there exists a unique solution $\phi_1(r, x_3)$ to the following problem
\[
\begin{align*}
(\partial_r^2 + \partial_{x_3}^2)\phi_1 &= G_2(\bar{U}_1, U_2, \bar{U}_3, B, A) \in C^{1,\alpha}(\mathbb{R}), \\
\phi_1(r_0, x_3) &= \partial_r \phi_1(r_1, x_3) = 0, \quad \lim_{x_3 \to \pm \infty} \partial_{x_3} \phi_1(r, x_3) = 0.
\end{align*}
\]

Moreover, $\phi_1(r, x_3) \in C^{3,\alpha}(\mathbb{R})$ with the property that
\[
\begin{align*}
\|\phi_1\|_{C^{3,\alpha}(\mathbb{R})} \leq C\|G_2(\bar{U}_1, U_2, \bar{U}_3, B, A)\|_{C^{1,\alpha}(\mathbb{R})} \leq C_6 \epsilon,
\end{align*}
\]
where
\[
G_3(\bar{U}_1, U_2, \bar{U}_3, B, A) = G_1(\bar{U}_1, U_2, \bar{U}_3, B, A) - U_1^2(r)\partial_{x_3}^2 \phi_1 + e_1(r)\partial_3 \phi_1.
\]

The second equation in (4.14) implies that there exists a potential function $\phi(r, x_3)$ such that $V_1 = \partial_r \phi, V_3 = \partial_{x_3} \phi$ and $\phi$ should satisfy the following second-order elliptic equation in $\mathbb{R}$:
\[
\begin{align*}
A_{b_{11}}(r)&\partial_r^2 \phi + A_{b_{33}}(r)\partial_{x_3}^2 \phi + e_1(r)\partial_r \phi = G_3(\bar{U}_1, U_2, \bar{U}_3, B, A), \quad \forall x_3 \in \mathbb{R}, \\
\partial_r \phi(r_0, x_3) &= \epsilon q_1(x_3), \\
\partial_{x_3} \phi(r_1, x_3) &= \epsilon q_3(x_3), \\
\lim_{x_3 \to \pm \infty} \partial_r \phi(r, x_3) = 0, \quad \phi(r_1, 0) = 0.
\end{align*}
\]

To prove the existence and uniqueness of smooth solution to (4.15), one may first consider the problem in a truncated domain
\[
\begin{align*}
A_{b_{11}}(r)&\partial_r^2 \phi + A_{b_{33}}(r)\partial_{x_3}^2 \phi + e_1(r)\partial_r \phi = G_3, \quad \forall x_3 \in [-n, n] \\
\partial_r \phi(r_0, x_3) &= \epsilon q_1(x_3), \\
\phi(r_1, x_3) &= \epsilon \int_0^{x_3} q_3(s)ds, \\
\phi_n(r, n) &= \epsilon \int_0^{n} q_3(s)ds, \\
\phi_n(r, -n) &= \epsilon \int_{-n}^{0} q_3(s)ds, \quad \forall r \in (r_0, r_1).
\end{align*}
\]
By Theorem 1 in [18] and the remark after that theorem, there exists a unique solution \( \phi_n \in C^2(\mathbb{D}_n) \cap C(\overline{\mathbb{D}_n}) \) to (4.16). It remains to derive some uniform estimates in \( n \) and take a limit to obtain a solution to (4.15). Define a barrier function \( v(r,x_3) = m_1(\|G_3\|_{L^\infty} + \epsilon\|q_1\|_{L^\infty})r \), with constant \( m_1 \) to be specified. Then \( \phi_n - v \) satisfies

\[
\begin{aligned}
A_{b11}(r)\partial^2_r(\phi_n - v) + A_{b33}(r)\partial^2_r(\phi_n - v) + e_1(r)\partial_r(\phi_n - v) \\
= G_3 - m_1e_1(\|G_3\|_{L^\infty} + \epsilon\|q_1\|_{L^\infty}), \\
\partial_r(\phi_n - v)(r_0, x_3) = e_1v(x_3) - m_1(\|G_3\|_{L^\infty} + \epsilon\|q_1\|_{L^\infty}),
\end{aligned}
\tag{4.17}
\]

Since \( e_1(r) > 0 \) for all \( r \in [r_0, r_1] \), one may choose \( m_1 < 0 \) independent of \( n \) such that

\[
\begin{align*}
G_3 - m_1e_1(\|G_3\|_{L^\infty} + \epsilon\|q_1\|_{L^\infty}) &> 0, \quad \forall (r, x_3) \in \Omega_n; \\
e_1v(x_3) - m_1(\|G_3\|_{L^\infty} + \epsilon\|q_1\|_{L^\infty}) &> 0, \quad \forall x_3 \in [-n, n].
\end{align*}
\]

Therefore, the maximum principle shows that \( \phi_n - v \) attains its maximum only on its boundary except \( \{(r_0, x_3) : x_3 \in [-n, n]\} \) and thus

\[
\phi_n \leq C_6(\|G_3\|_{L^\infty} + \epsilon\|q_1\|_{L^\infty} + \epsilon\|q_3\|_{L^1(\mathbb{R})}),
\]

where \( C_6 \) is a positive constant independent of \( n \). Similarly, we can derive a lower bound for \( \phi_n \). Thus the following uniform \( L^\infty \) estimate holds:

\[
\|\phi_n\|_{L^\infty(\mathbb{D}_n)} \leq C_6(\|G_3\|_{L^\infty(\mathbb{D}_n)} + \epsilon\sum_{j=1,3} \|q_j\|_{L^\infty} + \epsilon\|q_3\|_{L^1(\mathbb{R})}). \tag{4.18}
\]

Utilizing Theorem 6.6 and Theorem 6.30 in [13], for any compact domain \( K \subset [r_0, r_1] \times \mathbb{R} \), we have for any large \( n \)

\[
\|\phi_n\|_{C^{2,\alpha}(K)} \leq C_6(\|G_3\|_{C^{0,\alpha}(\mathbb{D})} + \epsilon\sum_{j=1,3} \|q_j\|_{C^{1,\alpha}(\mathbb{R})} + \epsilon\|q_3\|_{L^1(\mathbb{R})}), \tag{4.19}
\]

where \( C \) is independent of \( n \). By a diagonal argument, one can extract a subsequence \( \{\phi_{n_k}\}_{k=1}^\infty \) such that

\[
\phi_{n_k} \to \phi \quad \text{in } C^{2,\beta}(K) \quad \text{for any compact subregion } K \subset \overline{\mathbb{D}} \text{ and any } 0 < \beta < \alpha. \tag{4.20}
\]

Hence \( \phi \) admits the following estimate

\[
\|\phi\|_{C^{2,\alpha}(\mathbb{D})} \leq C_6(\|G_3\|_{C^{0,\alpha}(\mathbb{D})} + \sum_{j=1,3} \|q_j\|_{C^{1,\alpha}(\mathbb{R})} + \epsilon\|q_3\|_{L^1(\mathbb{R})}). \tag{4.21}
\]

Moreover, \( \phi \) solves the following problem

\[
\begin{aligned}
A_{b11}(r)\partial^2_r \phi + A_{b33}(r)\partial^2_r \phi + e_1(r)\partial_r \phi & = G_3(U_1, U_2, U_3, B, A), \quad \text{in } \mathbb{D}, \\
\partial_r \phi(r_0, x_3) & = e_1v(x_3), \\
\phi(r_1, x_3) & = \epsilon \int_0^{r_3} q_3(s)ds,
\end{aligned}
\tag{4.22}
\]

\( \forall x_3 \in \mathbb{R} \).
The asymptotic behavior of $\phi$ can be derived by a blowup argument. Define the functions $\psi_n(r, x_3) = \phi(r, x_3 - n)$ for any $(r, x_3) \in [r_0, r_1] \times \mathbb{R}$. Then for any compact domain $K \subset [r_0, r_1] \times \mathbb{R}$, it follows from (4.21) that
\[
\|\psi_n\|_{C^2(K)} \leq M_1 := C_0(\|G_3\|_{C^\infty(\mathbb{R})}) + \sum_{j=1,3} \|q_j\|_{C^1(\mathbb{R})} + \epsilon \|q_3\|_{L^1(\mathbb{R})}.
\]

Then it follows from Arzela-Ascoli theorem and a diagonal argument that there exists a subsequence $\psi_{n_k}$ such that
\[
\psi_{n_k} \rightharpoonup \psi \text{ as } n_k \to \infty \text{ in } C^{2,\beta}(K),
\]
for any compact domain $K$ and any $\beta \in (0, \alpha)$. Therefore $\psi$ is bounded by $M_1$ in $[r_0, r_1] \times \mathbb{R}$. Note that $G_3(\bar{U}_1, U_2, \bar{U}_3, B, A) \to 0$ as $x_3 \to +\infty$. Then $\psi$ should solve
\[
\begin{cases}
A_{b11}(r)\partial_r^2 \psi + A_{b33}(r)\partial_r^3 \psi + e_1(r)\partial_r \psi = 0, & (r, x_3) \in \mathbb{D},
\partial_r \psi(r_0, x_3) = 0, & \forall x_3 \in \mathbb{R},
\psi(r_1, x_3) = \epsilon \int_0^\infty q_3(s)ds, & \forall x_3 \in \mathbb{R}.
\end{cases}
\]
(4.23)

We now prove $\psi \equiv \epsilon \int_0^\infty q_3(s)ds$. Set $\hat{\psi} = \psi - \epsilon \int_0^\infty q_3(s)ds$. For each $\eta > 0$, choose a barrier function as $b(r, x_3) = \eta x_3^2 - \mu \eta(r - r_1)$, where $\mu$ is any fixed constant larger than $\sup_{r \in [r_0, r_1]} \frac{2A_{33}(r)}{e_1(r)}$. Then for large enough $m$, it holds that
\[
\begin{align*}
A_{b11}(r)\partial_r^2 (\hat{\psi} - b) + A_{b33}(r)\partial_r^3 (\hat{\psi} - b) + e_1(r)\partial_r (\hat{\psi} - b) \\
= \eta (\mu e_1(r) - 2A_{b33}(r)) \geq 0, & (r, x_3) \in (r_0, r_1) \times (-m, m),
\partial_r (\hat{\psi} - b)(r_0, x_3) = \mu \eta > 0, & \forall x_3 \in [-m, m],
(\hat{\psi} - b)(r_1, x_3) = -\eta m^2 \leq 0, & \forall x_3 \in [-m, m],
(\hat{\psi} - b)(r, \pm m) \leq M_1 - \mu m^2 + \mu \eta (r - r_1) \leq 0, & \forall r \in (r_0, r_1).
\end{align*}
\]
(4.24)

It follows from maximum principle that
\[
-b(r, x_3) \leq \hat{\psi}(r, x_3) \leq b(r, x_3), \forall (r, x_3) \in [r_0, r_1] \times [-m, m].
\]

For any fixed point $(r, x_3)$, letting $\eta \to 0$ shows that $\hat{\psi} \equiv 0$. Thus $\psi(r, x_3) \equiv \epsilon \int_0^\infty q_3(s)ds$, which implies that
\[
\nabla \psi_{n_k} \rightharpoonup 0 \text{ as } n_k \to \infty \text{ in } C^{1,\beta}(K).
\]

Therefore $\nabla \phi(r, x_3) \to 0$ as $x_3 \to +\infty$. Similarly, one can show that $\nabla \phi(r, x_3) \to 0$ as $x_3 \to -\infty$. The existence and uniqueness of $\phi$ to (4.11) can be proved in a similar way. Hence, one has shown that
\[
\|((U_1, U_3))_{C^2,\alpha(\mathbb{R})} = \|((\partial_r \phi - \partial_3 \phi, \partial_3 \phi + \partial_r \phi))_{C^2,\alpha(\mathbb{R})} \leq C_6(\epsilon + \delta_0^2),
\]
(4.25)

\[
\lim_{x_3 \to +\infty} (U_1, U_3)(r, x_3) = 0.
\]
(4.26)

Set $\delta_0 = 2C_\epsilon \epsilon$ and select a $0 < \epsilon_0 < \frac{1}{4C_\epsilon^2}$ small enough such that $C_6(\epsilon + \delta_0^2) \leq \delta_0$. Thus one has obtained a mapping $T$ from $\mathcal{X}$ to itself. By a similar argument, one can prove that $T$ is
a contraction mapping in a weak norm. Thus there exists a unique fixed point \((U, B, A) \in \mathcal{X}\) to \(T\), which is the desired solution. The information about the sonic surface to the solution \((U, B, A) \in \mathcal{X}\) can be obtained in the same way as in Theorem 3.1. The proof is completed.
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