Existence and stability of cylindrical transonic shock solutions
under three dimensional perturbations
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Abstract

In this paper, we establish the existence and stability of cylindrical transonic shock solu-
tions under three dimensional perturbations of the incoming flows and the exit pressure without
any further restrictions on the background transonic shock solutions. The strength and position
of the perturbed transonic shock are completely determined by the incoming flows and the ex-
it pressure. The optimal regularity is obtained for all physical quantities, and the velocity, the
Bernoulli’s quantity, the entropy and the pressure share the same regularity. The problem is re-
duced to solve a nonlinear free boundary value problem for a hyperbolic-elliptic mixed system.
There are two main ingredients in our analysis. One is to use the deformation-curl decomposition
to the steady Euler system introduced by the authors in [28] to effectively decouple the hyper-
bolic and elliptic modes. Another one is the reformulation of the Rankine-Hugoniot conditions,
which determines the shock front by an algebraic equation and also gives an unusual second or-
der differential boundary conditions on the shock front for the deformation-curl system. After
homogenizing the curl system and introducing a potential function, the solvability of the bound-
ary value problem of the deformation-curl system for the velocity field is reduced to a second
order elliptic equation for the potential function with a nonlocal term involving only the trace of
the potential function on the shock front. This simplification follows essentially from an oblique
boundary condition for the potential function on the shock front which is obtained by solving the
Poisson equation on the shock front with the homogeneous Neumann boundary conditions on the
intersection of the shock front and the cylinder walls.

Mathematics Subject Classifications 2020: 35L65, 35L.67, 76N10, 76N15, 76N30.
Key words: Transonic shock, hyperbolic-elliptic coupled, deformation-curl decomposition,
Rankine-Hugoniot conditions.

1 Introduction and main results

In this paper, we will study the transonic shock problem in a de Laval nozzle described by Courant
and Friedrichs ([11, Page 386]): given appropriately large receiver pressure P, if the upstream flow
is still supersonic behind the throat of the nozzle, then at a certain place in the diverging part of the
nozzle a shock front intervenes and the gas is compressed and slowed down to subsonic speed. The
position and the strength of the shock front are automatically adjusted so that the end pressure at the
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exit becomes P,. This problem can be described by the three-dimensional steady compressible Euler
system:

div (ou) = 0,
div (pu®u + PI3) = 0, (1.1)
div (o(3[u® + e)u + Pu) = 0,

where u = (uy,up,u3), p, P, and e stand for the velocity, density, pressure, and internal energy,
respectively. For polytropic gases, the equation of state and the internal energy are of the form

P=K(S) =Aevp’ and e y> 1, (1.2)

P
(y—Dp’
respectively, where v > 1, A, and ¢, are positive constants, and S is called the specific entropy. The
system (1.1) is hyperbolic for supersonic flows (M, > 1), hyperbolic-elliptic coupled for subsonic
flows (M, < 1), and degenerate at sonic points (i.e. M, = 1), where M, = ul_ is the Mach number

c0.K)
of the flow with c(p, K) = +/0,P(p, K) being the local sound speed. B = % +e+ ,}‘: is called the
Bernoulli’s quantity.

The studies on transonic shocks using the quasi-one-dimensional model can be found in [11, 12,
25]. There are several typical transonic shock solutions with symmetry to the steady Euler system
that are well-known and had been investigated extensively. One is the transonic shock solution in a
duct with both upstream supersonic state and downstream subsonic state being constant and its shock
position can be arbitrary. The structural stability of these transonic shocks for multidimensional
steady potential flows in nozzles was studied in [6, 7, 35, 36]. The authors in [35, 36] showed that
the stability of transonic shocks for potential flows is usually ill-posed under the perturbations of
the exit pressure. Many researchers also used the steady Euler system to study the transonic shock
problem in the flat or almost flat nozzles with the exit pressure satisfying some special constraints,
see [8, 9, 10, 24, 34] and the references therein. The authors in [9, 10] had used the characteristic
decomposition of the steady Euler system to prove the structural stability of the transonic shock
in a rectangle cylinder or a flat nozzle with general section under the requirement that the shock
front must pass through a fixed point and the exit pressure can only be prescribed up to a constant.
Recently, the authors in [13] have established the stability and existence of transonic shock solutions
to the two dimensional steady compressible Euler system in an almost flat finite nozzle with the
exit pressure, where the shock position was uniquely determined by solving an elaborate linear free
boundary problem. See also the three dimensional axisymmetric generalization in [14].

The other are the radially symmetric transonic shock in a divergent sector and the spherically
symmetric transonic shock in a conic cone in which the shock position is uniquely determined by
the exit pressure. The authors in [17] had proved the well-posedness of the transonic shock problem
in two dimensional divergent nozzles under the perturbations for the exit pressure when the opening
angle of the nozzle is suitably small. This restriction was removed in [18] and the transonic shock in
a two dimensional straight divergent nozzle is shown in [22] to be structurally stable under generic
perturbations for both the nozzle walls and the exit pressure. One of the key ideas in [22] is to
introduce a Lagrangian transformation to straighten the streamlines and reduce the transonic shock
problem to a second order elliptic equation with a nonlocal term and an unknown parameter together
with an ODE for the shock front. In [19, 21], the existence and stability of transonic shocks for three
dimensional axisymmetric flows without swirl in a conic nozzle were proved to be structurally stable
under suitable perturbations of the exit pressure. For the structural stability under the axisymmetric



perturbation of the nozzle wall, a modified Lagrangian coordinate was introduced in [30] to deal
with the corner singularity near the intersection points of the shock surface and nozzle boundary
and the artificial singularity near the axis simultaneously. The authors in [20] proved the uniqueness
of transonic shock solutions in a conic nozzle without requiring the nonphysical assumption on the
shock front past a fixed point and established the monotonicity of the shock position relative to the end
pressure. There have been many other interesting results on transonic shock problems in a nozzle for
different models with various exit boundary conditions, such as the non-isentropic potential model,
the exit boundary condition for the normal velocity, the transonic shock flows in a spherical shell,
etc, see [2, 5, 26] and references therein. In particular, the authors in [26] proved the conditional
structural stability of the spherical transonic shock in a spherical shell under the perturbations of
supersonic incoming flows and the exit pressure, which required that the background transonic shock
solutions satisfy some “Structure Condition”.

Most recently, the authors in [31, 32] studied radially symmetric transonic spiral flows with/without
shock in an annulus. It is interesting to notice that the angular velocity may induce new wave pattern-
s. Indeed, it was found in [31] that besides the well-known supersonic-subsonic shock in a divergent
nozzle as in the case without angular velocity, there exists a supersonic-supersonic shock solution,
where the downstream state may change smoothly from supersonic to subsonic. Furthermore, there
exists a supersonic-sonic shock solution where the shock circle and the sonic circle coincide.

In the cylindrical coordinate

X1 =rcosf, x, =rsinf, x3 = x3,

the velocity field can be represented as u(x) = U,e, + Usey + Uses, where
e, = (cos6,sin6,0), ey = (—sin6,cosh,0), ez = (0,0,1).

Then the steady Compressible Euler equations in cylindrical coordinates take the form
0 (pU1) + 1pU + 185(pU) + 85, (pU3) = 0,
(U8, + L2809 + Usd) Uy + 10,P - % -,
U180, + L2089 + Usd.,)Us + 1£00P + 422 = 0, (1.3)
(U8, + L2809 + U3d.,)Us + 10,,P = 0,
(U180, + L8y + U30,))K = 0.

The flow region is assumed to be a part of a concentric cylinder described as
Q=A{(r0,x3) : 11 <r<r,(0,x3) € E}, E:=(-6p,0)*x(-1,1),

where 0 < r; < rp < 00,6y € (0, ’%) are fixed positive constants.
Suppose the incoming supersonic flow is prescribed at the inlet » = ry, i.e.,

u (r,0,x3) = U (r))e,, P (r1,0,x3) =P (r1)>0, K (r1,0,x3) =K, ¥(6,x3) € E,

where U~ (r1) > c(p~(r1), K~) > 0 with K~ being a constant. Then there exist two positive constants
P and P, depending only on the incoming supersonic flows and the nozzle, such that if the pressure
P, € (P, Py) is given at the exit r = r, then there exists a unique piecewise smooth cylindrically
symmetric transonic shock solution

¥ (1,0,x3) := (U (r),0,0,p7(r),K"), inQ;

. _ ) (1.4)
¥ (r,0, x3) := (U*(r),0,0,5*(r), k"), inQ}

?mmm:@@m®={
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to (1.3) with a shock front located at » = r, € (r, 1), where

Q, ={(r,0,x3) : r € (r1,rs),(0, x3) € E},
Qp ={(r,0,x3) : r € (rs, 12), (6, x3) € E}.

Across the shock, the Rankine-Hugoniot conditions and the physical entropy condition are satisfied:

[pU1 =0, [pU*+Pl| =0, [Bl] =0, K'>K, (1.5)

r=rg

where [g] = g(r¢+) — g(ry—) denotes the jump of g at r = r,. Later on, this special solution, ¥,

will be called the background solution. Clearly, one can extend the supersonic and subsonic parts of

¥ in a natural way, respectlvely With an abuse of notations, we still call the extended subsonic and

supersonic solutions ¥ and ¥ , respectively. For detailed properties of this cylindrically symmetric

transonic shock solution, we refer to [11, Section 147] or [37, Theorem 1.1]. The main goal of this

paper is to establish the structural stability of this cylindrically symmetric transonic shock solution

under generic three dimensional perturbations of the incoming supersonic flows and the exit pressure.
Let the incoming supersonic flow at the inlet » = r| be prescribed as by

Y (r1,0,x3) = ¥ (r1) + €Uy, U . Uz . Py K3 (0, x3), (1.6)

where (U7 0 20, U3 0, 0 Ky) € (C2*(E))°. The flow satisfies the slip condition u - n=0 on the
nozzle wall where n is the outer normal of the nozzle wall, which in the cylindrical coordinates, can
be written as

Us(r, £0p,x3) =0 only, :={(r+bp,x3):r1 <r<r,-1<x <1}, (1.7)
Us(r,0,£1) =0 onTs. :={(r,6,+1):r| <r<ry,—6) <6< 6. '
At the exit of the nozzle, the end pressure is prescribed by
P(r2,0,x3) = P + €Pex(0, x3) at ', := {(r2,0, x3) : (6,x3) € E}, (1.3)
here P, € C*%(E) satisfies the compatibility conditions
aHPex(iGO, x3) = 0’ vx3 € [_la 1]’ (1 9)
01y Pex(0,£1) =0, V6 € [0, 6p]. '

The goal is to find a piecewise smooth solution ¥ to (1.3) supplemented with the boundary con-
ditions (1.6), (1.7), and (1.8), which jumps only at a shock front § = {(r, 0, x3) : r = £(6, x3), (6, x3) €
E}. More precisely, ¥ has the form

Y =L Uy U PTLOKT)(0,x3),  in Q7 ={(r,0,x3) 1 11 <1 <&(6,x3), (6, x3) € E},
W= (UL UL UL PR (1 60,x53), 0 QF = {(1,6,x3) : £8,x3) < 1 < 12, (6, x3) € E},

and satisfies the following Rankine-Hugoniot conditions on the shock surface r = £(6, x3):

[oU1] = $04é[pUs] = 8., £[pUs] = 0
[oUT + P] = ;06é[pU1Us] = 0,€[pU1U3] = 0

[pU1U2] = 306[pU3 + P1 = 0:,£[pUUs3] = 0, (1.10)
[eUUs3] - éaef[PUzUﬂ — 0,,¢[pU3 + P] =
[B]=0



The existence and uniqueness of the supersonic flow to (1.3) follows from the theory of classical
solutions to the boundary value problem for quasi-linear symmetric hyperbolic equations (See [3]).

Lemma 1.1. For the supersonic incoming data given in (1.6) satisfying the following compatibility
conditions

{Uio(igo,m) = 05U; o(£60, x3) = 8g(U7 , Uz, Py, K )(£60, x3) = 0, V3 € [-1,1],

(1.11)
Us (8. £1) = 8,U5 (6, £1) = 8,,(Uy 5 Uy . Py K3 (0, £1) = 0, Voxy € [~60, 6o,

200
then there exists a constant &) > 0 depending only on the background solution and the boundary data,
such that for any 0 < € < €y, there exists a unique C%*(Q) solution W~ = Uy, U, U5, P, K™)(r,0,x3)
to (1.3) with (1.6) and (1.7), which satisfies the following properties

”(Ul_’ Uz_’ U3_’ P_’ K_) - (0_7 O, 0’ P_’ k_)||c2,a(ﬁ) < COEa (1'12)
and
(U3, 85U5)(r, £60, x3) = g(U;, Uy, P, K™)(r, £60,x3) = 0, V(r,x3) € [r, ] x [-1,1], (1.13)
(U5, 02, U5)(1,0,£1) = 04, (UT, Uy, P K)(10,£1) =0, V(r,0) € [r1,r2] X [60,60].

The compatibility conditions in (1.13) in Lemma 1.1 will be verified in the Appendix. Therefore,
our problem is reduced to solve a free boundary value problem for the steady Euler system in which
the shock front and the downstream subsonic flows are unknown. Then the main result in this paper
is stated as follows.

Theorem 1.2. Assume that the compatibility conditions (1.9) and (1.11) hold. There exists a suitable

constant € > 0 depending only on the background solution ¥ and the boundary data U 100 Uz Uz Py

Ky, Pex such that if 0 < € < €, the problem (1.3) with (1.6)-(1.8), and (1.10) has a unique solution
YY" = (U],U;, U3, P*,K")(1, 6, x3) with the shock front S : r = &(6, x3) satisfying the following
properties.

(i) The function £(0, x3) € C 3 (E) satisfies
||§(6’ -x3) - rS”Cln(E) < C*E, (114)
and

{aef(ieo,)%) = 0)¢(b0,x3) = 0, ¥z € [=1. 1], (1.15)

01,600, £1) = 6)3635(0, +1) =0, V6 <€ [-6p, 6],

where C, is a positive constant depending only on the background solution and the supersonic
incoming flow and the exit pressure.

(ii) The solution ¥* = (U7, U3, U3, P*,K*)(r,0, x3) € C2¥(Q) satisfies the entropy condition
K* (&6, x3)+,0,x3) > K™ (£(0,x3)—,0,x3) V¥(0,x3) € E (1.16)
and the estimate
—+
P* - ¥ 2o < Cr€ (L.17)
with the compatibility conditions
(U3, 05U5)(r, 200, x3) = Bg(U7, U3, P*,K*)(r, 200, x3) = 0, Y(r, x3) € [£(6, x3), 2] X [-1,1],
(U3, 0% Ui)r, 6, 1) = 0,(U}, Uy, P*,K*)(r,0,+1) = 0, Y(r,0) € [£0, x3), r2] X [0, Oo].
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Remark 1.3. There are a few results on the structural stability results for the transonic shock in a three
dimensional setting under various assumptions. The authors in [9, 10] investigated the structural
stability of the transonic shock in a rectangle cylinder or a flat nozzle with general section under
the assumptions that the shock front passes through a fixed point and the exit pressure can only be
prescribed up to a constant. The authors in [26] proved the existence of the spherical transonic shock
solutions in a spherical shell under the requirement that the background transonic shock solution
should satisfy some “Structure Condition”, where the “Structure Condition” was used to guarantee
that the linearized second order nonlocal elliptic equation for the pressure with Venttsel boundary
condition has only zero solutions.

Remark 1.4. All the results in [9, 10, 26] and most related studies are based on the characteristic
decomposition of the steady Euler equations and the crucial fact that the pressure satisfies a second
order elliptic equation in subsonic regions. One of main ingredients of our analysis here is quite
different from those in [9, 10, 26]. We use the deformation-curl decomposition developed by us earlier
in [28, 29] to decouple the hyperbolic and elliptic modes in the steady Euler system and reduce the
transonic shock free boundary problem to a deformation-curl first order system for the velocity field
with nonlocal terms, an algebraic equation to determine the shock front and three transport equations
for the Bernoulli’s quantity, the entropy and the first component of the vorticity. In Theorem 1.2, the
shock front is uniquely determined by the data without any a priori requirements. Furthermore,
there are no any restrictions on the background transonic shock solutions and the opening angle
6o of the cylinder. This is due to the fact that our deformation-curl elliptic system for the velocity
can be reduced to a second order nonlocal elliptic equation for a potential function with suitable
oblique boundary conditions on the shock front and the exit whose coefficients have correct signs
(see the system (3.60)) so that its unique solvability can be derived directly without any additional
restrictions.

Remark 1.5. It should be noted that for the transonic shock flows in Theorem 1.2, the velocity, the
entropy and the pressure in the subsonic region have the same C Za(QF) regularity, which is in contrast
to the previous results [9, 10, 26], where the pressure has one order higher regularity than the velocity,
thus they require higher regularity, C>?, of the boundary datum in [9, 10, 26]. This improvement of
regularity is one of the crucial advantages of the deformation-curl decomposition and should play
more important role in the studies of the structural stability under generic perturbations of the shape
of the nozzle.

Remark 1.6. For generic perturbations of the cylinder walls, the supersonic flows and the exit pressure
(i.e. (1.9)and (1.11) do not hold), one needs to examine the corner singularity of the deformation-curl
system with a nonlocal term (3.36) supplemented with an unusual second order differential boundary
condition on the shock front. More seriously, the corner singularity will be transported along the
trajectory and the velocity field will develop singularity and can not be Lipschitz near the cylinder wall
in general. Indeed one can only expect the optimal C*(Q*) regularity for the flow in subsonic region
(See [34, Remark 3.2 and Lemma 3.3]). Therefore, the streamline may not be uniquely determined.
This obstacle can be overcome in the two dimensional and three-dimensional axisymmetric setting
by introducing the Lagrangian coordinates to straighten the streamline (See [22] and [30]). In the
general three dimensional case, there are no Lagrangian coordinates at hand and the structural
stability of the transonic shock under generic three dimensional perturbations of the nozzle is still an
interesting open problem.

Remark 1.7. Our method can be applied to establish the existence and stability of the spherical
transonic shock without the “Structure Condition” required in [26], this will be reported in [33].



We make some comments on the new ingredients in our analysis for the transonic shock problem.
Note that the transonic shock problem can be formulated as a free boundary value problem to the
steady Euler system which is hyperbolic-elliptic mixed in subsonic regions, whose effective decom-
position into elliptic and hyperbolic modes is crucial for the solvability of the nonlinear free boundary
problem. There are several different decompositions to the three dimensional steady Euler system in
subsonic regions [4, 9, 10, 26, 27, 37] developed by many researchers from different point of views.
As pointed in above remarks, here we will use the deformation-curl decomposition to the steady Euler
system introduced in [28, 29] to effectively decouple the hyperbolic and elliptic modes in subsonic
region. The basic idea for the deformation-curl decomposition can be explained as follows. It is
well-known that the Bernoulli’s quantity and the entropy are transported along the trajectory. One
can use the momentum equations to represent the second and third components of the vorticity as two
algebraic equations for the Bernoulli’s quantity, the entropy and the first component of the vorticity.
Together with the divergence free condition for the vorticity, one could derive a transport equation for
the first component of the vorticity. Furthermore, one can rewrite the continuity equation as a Frobe-
nius inner product of a symmetric matrix and the deformation matrix by employing the Bernoulli’s
law and representing the density as functions of the Bernoulli’s quantity, the entropy and the velocity
field. This together with the vorticity equations constitute a deformation-curl system for the velocity
field which is elliptic in subsonic regions.

Another key issue is to determine the shock front and suitable boundary conditions for the deformation-
curl system on the shock front. The Rankine-Hugoniot jump conditions in (1.10) can be reformulated
as follows:

£0,x3)—rs = %(Uf(f(G, x3),0,x3) = U (£(0, x3))) — %,
B*(£(0, x3), 0, x3) = B~(£(6, x3), 6, x3), (1.18)
K* (€0, x3),0, x3) — K* = ax(£(0, x3) — 15) + Ra

and

{Fz(e, x3) := 0p€(6, x3) — aoé(0, x3)U; (£(6, x3), 0, x3) — £(6, x3)82(0, x3) = 0, in E, (1.19)

F3(0, x3) := 0x,€(0, x3) — agU53 (£(6, x3), 0, x3) — g3(0, x3) = 0, in E.

where ag, aj,ar are constants depending on the background solutions, and Ry, R», g2, g3 are error
terms (see Section §2.2). The shock front will be determined by the first equation in (1.18) in which
the principal term is the difference between the radial velocity and the background radial velocity. The
other two equations in (1.18) will be used as the boundary conditions for the Bernoulli’s quantity and
the entropy. It is important to realize that the system (1.19) is equivalent to the following divergence-
curl system with normal boundary conditions:

+0gF3 =0, Fy =0, inE,
+0gF2 + 0, F3=0, inE, (1.20)
n2F2+n3F3 =0, on aE,

where (n,,n3) is the unit outer normal to JE. Then the first equation in (1.20) yields the boundary
data on the shock front for the first component of the vorticity. The second equation in (1.20) leads
to an unusual second order differential boundary condition on the shock front for the deformation-
curl first order elliptic system with nonlocal terms involving the trace of the radial velocity on the



shock front (See (2.46)). Note that after linearization, the source term in the curl system (i.e. (3.29)-
(3.31)) is not divergence free, thus the solvability condition for the curl system does not hold in
general. Instead we consider an enlarged deformation-curl system which includes a new unknown
function IT with the homogeneous Dirichlet boundary conditions. The Duhamel’s principle is then
used to solve this enlarged deformation-curl system. First we determine the function I1 by solving the
Poisson equation with the homogeneous Dirichlet boundary conditions. Then we solve the standard
div-curl system with the homogeneous normal boundary conditions. Finally one may introduce a
potential function and reduce the deformation-curl elliptic system to a second order elliptic equation
with a nonlocal term involving only the trace of the potential function on the shock front which
simplifies greatly its unique solvability. This follows essentially from an oblique boundary condition
on the shock front which is obtained by solving the Poisson system on the shock front with Neumann
boundary conditions (i.e. the third equation in (1.20)) on the intersection of the shock front and the
cylinder wall. Another interesting issue that deserves further attentions is when using the deformation-
curl decomposition to deal with the transonic shock problem, the exit pressure boundary condition
becomes nonlocal since it involves the information from the shock front (see (3.34)). However, this
nonlocal boundary condition reduces to be local after introducing a potential function (see (3.52)).

This paper will be organized as follows. Section 2 is devoted to the decomposition of the hyper-
bolic and elliptic modes for the steady Euler equations in subsonic regions in terms of the deforma-
tion and curl, and the corresponding reformulation of the Rankine-Hugoniot jump conditions. We
also introduce a coordinate transformation such that the free boundary becomes fixed. In Section 3,
we design an iteration scheme and solve the deformation-curl system with nonlocal terms and the
unusual second order differential boundary condition on the shock front. In the Appendix, we veri-
fy the compatibility conditions of the supersonic flows and also the compatibility conditions on the
intersection of the shock front and the cylinder wall.

2 The reformulation of the transonic shock problem

2.1 The deformation-curl decomposition of the steady Euler equations

The steady Euler system is hyperbolic-elliptic mixed in subsonic regions. Thus the solvability
and formulation of suitable boundary conditions of even fixed boundary value problems for such
mixed system is extremely subtle and difficult. Some of the key difficulties lie in identifying suitable
hyperbolic and elliptic modes with proper boundary conditions. To overcome these difficulties, we
utilize the deformation-curl decomposition for the steady Euler system introduced by the authors[28,
29] to decouple the hyperbolic and elliptic modes. Let us give the details of the deformation-curl
decomposition to the steady Euler system in cylindrical coordinates.

First, one can identify the hyperbolic modes in the system in (1.3). The Bernoulli’s quantity and
the entropy are transported by the following equations

Us 1 U,
8, + =28y + —0,.|B=0, 2.1
( AL 3) 21
Us 1 Us
O, + —2-0p+ =8..|K = 0. 22
( +U o + U, 3) (2.2)

Rewrite the vorticity w(r, 8, x3) = curl u = we, + wyey + wses with

1 U
w] = ;69U3 —6X3U2, wy = 8X3U1 - 8,U3, w3 = 0 Uy — —69U1 + —2



It then follows from the third and fourth equations in (1.3) that

2|U| 1

Uyws — Usw + 184B - FEG) 19sK(S) = 23
3 :
~Urwn + Uyor + 0, B - 2215, K($) = 0.

Thus one gets

Uw +0,,B  B-L|UP
Wy = o 3~ yK(g)Ul ax3K(S), (2 4)
_ Uswi-10B  B-1UP 15, K(S :
w3 = =g * 3rH0; r06K(S)-
Since
) 1 w
div curl u = d,w| + —Bpwy + Oy, w3 + — =0, (2.5)
r r

substituting (2.4) into the above equation yields

Ll N B 2.
((9 + U, (99 U183)w1+( + (99 U, +(93 U, w + rag 7 (93 ( 6)

—(%(a);agB—%89(%)6,53K(S)+ (WI)UIT) Z9pK(S) = 0

Next, we study the elliptic modes in the steady Euler system (1.3). Using the Bernoulli’s quantity
B= %lUI2 +h(p, K) with h(p,K) = e +£—j being the enthalpy, one can represent the density as a function

of B, K, and |U*:

1 1
— 1\ y=T
p = p(B,K,IUP) = (7—) ( |U|2) . 2.7
vK
Substituting (2.7) into the continuity equation and using (2.2) and (2.1) lead to
1
((B.IUP) = UDB,U; + (*(B.[UP) = Up)=dpUs + (*(B,|UP) - U, Us  (2.8)
r

2(B,JUPU 1 !
+w = U1(U20,Us + U30,U3) + Us(U1-0gU1 + U3 ~9pU3)
r d ’

+U3(U 10y, U + Ux0,,Un),

which can be rewritten as a Frobenius inner product of a symmetric matrix and the deformation matrix

2(B, [UAU
M(B,U) : DU) + % -0
with
ABUPH -UT  -UiUs -U1Us3
MB,U)=| -UU, AB,UPH-U;  -U,U; :
~U1Us ~U2U3 ¢*(B,|UP) - U3
0,U, 10,U> +10,U1)  1(6,U3 +0,,Uy)
DU) =| 10,U> +1o,U) 104U, 10yU3 +0,,U) |,
30,Us +0,U1)  $(10yU3 +0,,Us) 0, U3

3
M:D= Z mijdij, YM = (mij)ijzl, D= (dij)ij=1'
i,j=1



The equation (2.8) together with the vorticity equations constitute a deformation-curl system for
the velocity field:

(A(B, [UR) = U3, U + (A(B, [UR) = U2)1d5Us + (A(B, [UPR) = UD)d, Us + CEUOU
= U (U20,U; + U38,U3) + Up(U 28U + U3z 18pU3) + U3(U18x, Uy + Uzdy, Un),
10oU3 — 0,,Us = wy, (2.9)
0, Uy = 0,U3 = wy,
0,Uy — 105Uy + 22 = w3,

The system (2.9) is equivalent to an enlarged system including a new unknown function (see (3.36) in
Section §3) and this enlarged system in subsonic region is elliptic in the sense of Agmon-Dougalis-
Nirenberg [1]. One may refer to [29, Section 4] of a detailed verification for the ellipticity of an
enlarged div-curl system in the sense of Agmon-Dougalis-Nirenberg.

Lemma 2.1. (Equivalence.) Assume that C' smooth vector functions (p, U, K) defined on a domain
Q do not contain the vacuum (i.e. p(r,0,x3) > 0 in Q) and the radial velocity U(r, 0, x3) > 0 in Q,
then the following two statements are equivalent:

(i) (0,U, K) satisfy the steady Euler system (1.3) in Q;
(ii) (U, K, B) satisfy the equation (2.1), (2.2), (2.4) and (2.9).

Proof. We have proved that Statement (i) implies Statement (ii). It remains to prove the converse.
Define p by (2.7). Then using the last three equations in (2.9) and the equations (2.4), one can verify
directly that the second and third momentum equations in (1.3) are satisfied. These together with
(2.1) imply that the first momentum equation in (1.3) holds. Finally, according to (2.7), the continuity
equation in (1.3) follows directly from the first equation in (2.9), (2.1) and (2.2).

|

Remark 2.2. It is worthy noting the roles played by the equations (2.4). On one hand, the equations
(2.4) are used to derive a transport equation for w1, (2.6), which is hyperbolic. On the other hand, the
equations (2.4) are also used to constitute a deformation-curl system for the velocity, which reveals
the ellipticity for subsonic flows. Thus the hyperbolicity and ellipticity for subsonic flows are coupled
in (2.4) and we decouple them in the above way which turns out to be effective and suit our purpose
for solving various problems such as smooth transonic spiral flows in [32] and the transonic shock
problem herein. It should be noted that the equation (2.6) is not independent and is regarded here as
a byproduct of the divergence free of the vorticity and (2.4).

2.2 The reformulation of the Rankine-Hugoniot conditions and boundary conditions

Due to the mixed elliptic-hyperbolic structure of the steady Euler system in the subsonic region,
it is important to formulate proper boundary conditions and their compatibility. To this end, we set

Wi(r,0,x3) = Ul (r,0,x3) = U (r), W;(r,0,x3) = Uj(r,0,x3), ) = 2,3,
Wa(r,0,x3) = K*(r,0,x3) = K*, Ws(r,0,x3) = B (r,0,x3) — BY, W =(Wy,---,Ws),
We(0, x3) = &0, x3) — 5.
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Then the density and the pressure can be expressed as

1
y-1

1 3
-1 1 1 - 1

y-1

L 3
y =1\ 1 Ll . 1. , 1 >
P(r,0, = P(W) = — B "+ Ws——(U" +W) — = w1 (2.11
(r,0, x3) = P(W) ( " ) (K++W4) [ 5 2( 1) 2;:2 S @211)

It follows from the third and fourth equations in (1.10) that

1 _ J2(§78’ X3) -13(699’)(3)

Do = , ,
0.5 = IE. 0. J(E.0.33)

Oxé = (2.12)

where

J(&,6,x3) = [pU3 + Pl[pU3 + P] - ([pU2Us))?,
J2(&,0,x3) = [pU3 + Pl[pU, Us] - [oU, Us][pUs Us],
J3(£,0,x3) = [pU3 + Pl[pU1Us] - [oU, Ux][pUs Us].

Rewrite (2.12) as

09E(0, x3) = aprsWa(£(6, x3), 0, x3) + rsg2 (P~ (rs + We, 0, x3) =¥ (rs + We), W(£, 0, x3), We), (2.13)
0,600, x3) = agW3(£(6, x3), 0, x3) + g3(W (rs + We,0,x3) =¥ (rs + We), W(£, 0, x3), We),
where ag = () > (0 and

[P(rs)]

_ 1 J
Q¥ (s + W, 0,49) = F (7 + We), WEE 0,.x3), We) = (% — agr Wa(€(6, x3), 6, x3>),

N
- = J
(W (rs + We, 0, x3) =¥ (s + We), W(£, 0, x3), We) = 73 — agW3(£(0, x3), 0, x3).
The functions g;,i = 2,3 are regarded as error terms which can be bounded by
18il < CL(M¥™(rs + We, 0,x3) =¥ (ry + W)l + [W(E 0, x3)F” + [Wel). (2.14)

To see this, we only estimate g3, the estimate of g; is similar. Indeed,

_ [oU? + Pl[pU, U3] e — [eU1U2][pU,Us]

83 7 oW3 7
_ {p+U1+ . }_p+U1+W3 [PU3]1  pTUTUS
G T [Pl [pU2+P] [oU2+P]
L [pU1Us] ([pU>Us])° _ [pU1Usl[pU2Us]

[pU3 + P1[pU3 + PI[pU3 + P] - ([pU2Us])? J

11



and

(p Uy ao) WeeW PO T@w)
(7] PH(E) = P~ (&) + P*(&) — P*(&) — (P7(&) — P7(9)
W, ( GO+ Wo) G0N0
(P =P)(rg+ We) (Pt = P7)(ry)
Wi (" U*)(E) P(é) - PY(é) - (P (&) - P (é)
Pt(é) = P=(é) P*(&) = P~(&) + P*(&) — P*(&) = (P~(&) — P~(9))
W pHEOW + Ut (&)p + pWy .
PH(E) = P=(€) + P*(é) = PH(&) — (P~(6) - P~(9))
Thus the estimate (2.14) for i = 3 follows easily.
It follows from (2.12) and (1.10) that
[oU1] = [PUz]JzJJr[PUs]h’
[pr +P] = [oU; Uz]lzj[pUl U3]J3, (2.15)

[B] = 0.
Denote o(r, 8, x3) = p*(r,0, x3) — p*(r). Then the first equation in (2.15) implies that

[oU21J2 + [pUs]J3

~[pUNE) + (0" U, 6,x3) = (5~ U )& + 7
= (p" U, 0,x3) = (p*UT)E)
=p (r)Wi(€,60,x3) + UM (r)p(£,0, x3) + (W1 + U™ () — U (r))p(é, 0, x3)

() = 5 (r)WI(E.6, x3).

Thus

J - U, UslJ.
B (roWi(é, 6, x3) + U (r)p(&, 6, x3) = —[pU](¢) + [pU2]J2 ; [pU3]J3

+Ho UDNE,0,x3) — (5~ U)E) — (Wi + U (ry + We) — U (r))p(&, 6, x3)
—(p*(rs + W) = pT (r))Wi(€, 6, x3) := Rot (P~ (£,0,x3) = ¥ (€), W(£, 6, x3), We).

Similarly, one can conclude from (2.15) that at (£(6, x3), 6, x3), it holds that

pH(rOWi + Ut(r)p = Roi(W(£,0,x3) — ¥ (£), W(£, 6, x3), We),
2 U (W) + {(U+<rx))2‘_+ AP (re), KNP + (B (rs)) Wa = = - [P(r)]We
+Ro (P~ (£,0,x3) = ¥ (&), W(E, 0, x3), W),

_ 2=+ o+ ~+ -1 J—
T*(rgW + S 4 YOI W, = Ros(W(€,6,x3) = ¥ (€), W(E, 6, x3), We),

(2.16)
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where
_ _ 1 __ _ _
Rpp = — {[plﬂ + P)(rs + W) — ;[P(r;)]ws} + (o (UD)? + P)E6,x3) — (5 (U) + P)(E)

—{oo*(Ur)2 + PYYE 0, x3) — (0T + PHYE) - 267 UM (r)W,
[eU1Us1J2 + [pU1 U313

TP + G ), KN = @) Wal + - 2.17)
_ 1S
Ro3 = B(ry + We,0.33) = B = U™ (ry + Wo)W1(£.0.33) = 5 > W}(£.0.x3)
j=1
—y%l ((R* + Wal€. 0. x3)(p(&. 6,33 = K* (5 ©)") (2.18)
205+ i+ ~+ -1
oWy 1 SECDED e
() -
Note that

d _ 1 _ d _ _ 1 _
S U0 = =@ T, —@EE(O*)* + PY) = ——p*(U*)?,
r r dr r
hence
[601(rs + We) = OW?),  [pU* + P](ry + W) — }[P(rs)]wﬁ = O(W)).

Using the equation (2.10), p can be represented as a function of W and W, there exists a constant
Cop > 0 depending only on the background solution, such that

IRoil < CoI¥™(£(6, x3), 0, x3) = ¥ (€6, x3))| + [W(E(B, x3), 6, x3)I” + [We(6, x3)P), i = 1,2,3. (2.19)
Then solving the algebraic equations in (2.16), one gets

Wi(£,6,x3) = a1 We(6, x3) + Ri(P~(rs + We, 0, x3) = ¥ (ry + We), W(E, 6, x3), W),
W4(€,0, x3) = a;Wes(0, x3) + Ro(W ™ (rs + W, 0, x3) =¥ (rs + W), W(£, 0, x3), We), (2.20)
W5(§’ 0’ X3) = B_(rs + Wﬁ(@, x3)’ 0’ X}) - B_'

where
3 yU*(rs)[P(ry)]
rsp*(ro)(c(p* (rs), K*) — (U*(ry))?)
_(r- D[P(ry)] S
2T T RG Y
and
o _ (@@ KD + YT )R =y Ut )R + (r = D@ TR _ v,
1= ~ 4 2(=+ i+ 7+ 2 . ZbI’RO“
P (ro)(c=(p*(ry), K*) — (U™ (r5))7) P
3
_ y-1 e+ —+ o . o
R = =55 (0*(r)Ro1 = Roz + 5" (r)Ro3) := Z; baiRo:.
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In the following, the superscript “+” in U*, P*, K*, B* will be ignored to simplify the notations.
To derive the boundary conditions at the exit, one has by the definition of the Bernoulli’s quantity that

_ oh - _oh 1,
Ws =UW; + B_P(P’ K)YP-P)+ 8_K(P’ KW, + 2 le Wj + E(W(r, 0, x3)),

where
E(W(r, 0, X3)) = L(f(+ W4)%(P(W))y771 _ Y I_(%PyT—l
v—1 y-1
B-30%(r)
I~ PW P —2—_W
= )( W)= P) = =W,

This, together with (1.8) implies that

Ws(r2,0,x3)  €Pox(6,x3) B—3U%r)

e M2 TP MY <77 WA
1 -, 1
5505 ; W2, 0.3) = FoSEW(r2.0.%3).

Note that E is an error term that can be bounded by
[E(W(r2,6, x3))| < C.[W(r2, 0, x3)I.
The boundary conditions for W, and W3 on the nozzle walls are

Wz(r, i@o,X3) = 0, onrg+ W6(190,X3) <r<rnr,X3e€ [—1, 1],
W3(I’, 0, il) = 0, onrg+ W6(9, il) <r< I’2,9 S [—9(),90].

(2.21)

(2.22)

(2.23)

(2.24)

(2.25)

One can rewrite the equations (2.2),(2.1), (2.4) and (2.6) in terms of Wy, Wy, --- , W5 as follows.

The equations for the hyperbolic quantities W4 and Ws are

1 1%
(ar+_ 2 Oy — axg)m 0,
U+Wr Uu+w, —
1 1%
(a,+_ 2 Oy —— axs)ws—o
U+Wpr U+ W

The equations for the vorticity w are

W, 1 w 1 1 Ww. w
(a,+ 2 —69+_—3ax3)w1+ —+—69(_ 2 )+(’)x3(_ 3 ))w1
U+Wr U+w, & r r U+Ww \NU + W,

e (e 8x3(l—%wl)%@e%
16 (B 1U2 +Ws—OW; -1 2;21 w3
Y(K + Wa)(U + Wl)
B- 30+ Ws—UW; -3 33, Wi\
Y(K + W) (U + Wy) )

0gWy =

14

(2.26)

(2.27)



and

W20L)1+3x3 Ws B—%UZ+W5—UW1—1 w2

_ 3 _ 1 17
W2 = "grw, | R Wa)(UW) 8x3 Wa, (2.29)
Wawi—L0pWs  B-30%+Ws—OWi-3 33 )
w3 = — + =1 W 16 W,
3 T+W, Y R+Wa)(U+Wr) 4

To derive the equation for Wy, one notes that
. - Uc*(B, U?
(B0 - 00+ LB g,
r
v+1

(A(B,|UP) = U} = X(B,U*) + U%) = (y = DWs — (y + )TW; — 5

-1
Wi = T= w3 + W),

It follows from (2.8) that

2 12
(1 = M2(r)o, W, + lang FOWs 4 & (1 M@+ -hM )) Wi (2.30)
; r 1-M?
(y- (0 +4)
W EOW)

where

F(W) = -

(y = D@,W + L) U’ +,W, ()/ +1

y-1 o0 o2
+ W2+ I — W2+ W
&2(r) e 2 it 3))

_ _ _ w2
=DW+W) < n 0+ DO W + (= DO

222 G c(r)
1 y-1¢ _ 1
20 (y-DWs - —— ]Z; Wi —(y- 1)UW1](;39W2 + 0y, W3)
e )(W2 ~0gWa + W30, W3) Y 2( ) YW w0, W, + Wsa, W)
(0 + Wm0+ S20W2) + (04 W0 Wi + Wad W)

c(r) = (B, U*(r)).

Here F(W) and the following H;, G; are quadratic and high order terms. In order to verify that these
terms satisfy some compatibility conditions, their exact form are presented here.

Then to solve the problem (1.3) with (1.6)-(1.8), and (1.10) is equivalent to find a function Wg
defined on E and vector functions (Wy, - - - , Ws) defined on the Qw, := {(7, 6, x3) : rs+Weg(0, x3) < r <
r2, (6, x3) € E}, which solves the equations (2.26)—(2.30) with boundary conditions (2.13),(2.20),(2.23)
and (2.25).

2.3 The coordinate transformation

To fix the subsonic domain, relabeling V¢(8, x3) = £(8, x3) — 15, one can introduce the following
coordinates transformation
— &6, x3) r—ry—Ve

= —_— —r.) + = — —rg)+ryg, :9, = . 2.31
J1 ry _5(0 3)( 2= Ts) + s ro— s — Vﬁ(r2 rg) + 1y 2 V3 = X3 ( )

15



Then

r=y+ Ll V6 =: DV(’

ry—rs 0°
— n—-rs —. Ve
0r = rz—rs—Ve(yz,%)ayl - Dl ’
1 _ 1 (}’I_rZ)ayz Ve . Ve
rae ~ pe 6}’2 r—rs—Ve aYl - D2 ’
_ 1 _r2)‘9y3 Ve N
Oy = 0y, + v dy, =: D;°,

and the domain Q™ is changed to be

D ={(y1,y) : y1 € (rs,12),y = (y2,¥3) € E}.

Denote

23 = {(y1, 260, ¥3) : (1, ¥3) € (ry, 72) X (=1, D},
23 = {01,y2, 1) 1 (71,y2) € (75, 72) X (=60, 60)}-

Set

{VJ(Y) = Wi + 22 Ve, y2,33),j = 1,-+- .5,

@) = i + 75 Ve, y2,33), 7 = 1,2,3.

Then the functions p(r, 6, x3) and P(r, 8, x3) in (2.10)-(2.11) are transformed to be

; RS A Ll POV PRSI B o Pt I
p(V(y>,v6)—(y(K+V4)) (B+v5 SO + V1) 2;vj) : (2.32)

.
1 I

_ y-1\T (1 VL L I,
P(V(y),V6):( y) ( ) [B+V5—§(U(Dg)+vl)2—§;V§) . (2.33)

[_(+V4

In the y-coordinates, (2.13) is changed to be

1
=0, Vo(0') = aoVa(re,y') + 82(V(r5. ). Vo), (2.34)
8y3V6(y,) = ClOV3(’”s,y/) + g3(V(rS’y’)’ V6)9 (235)
where
1 ((rg + Ve)Jo(V(rg, ), Ve( ,
22 (V(r ). Ve) = — ((r s J(ii(j( yf)r V);()y,)f@ D aorValrany )), (2.36)
1 (J5(V(rs,y'), Vel )
83(V(ry,y'), Ve) = 7( j((v((: yy,)) V:((yy,)))) —aovam,y)), (2.37)

and the exact formulas for J,, J3 and J are given in the Appendix (See (4.16)-(4.18)). These will be
used to verify the compatibility conditions required below (See (3.19)).

In the y coordinates, the transonic shock problem can be reformulated as follows. The shock front
will be determined by the first equation in (2.20) as follows

1 1 , ,
V6()’2a)’3) = a_lvl(”s,)’Z,yS) - aRl(V(rby )’ VG(y ))a (238)
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3
where R1(V(rs,Y'), Vo(y')) = Z b1iRoi(V(rs,y"), Ve(y")) and the exact formulas for Ry;,i = 1,2,3 in

y-coordinates are given in thel Appendix (See (4.19)-(4.21)). These will be employed to verify the
compatibility conditions (See (3.20)-(3.21) below).

The second and third formula in (2.20) will be used to solve the Bernoulli’s quantity and entropy.
The function V4 and Vs would satisfy (see (2.27) and (2.26))

Doy Y2 pY, Vs DVG)V =0
{( U ool 2 T ool 3 )7 T (2.39)
Vs(rs,y') = B~ (rg + V6(y'),y') — B~

and

DVG + - Vs DV6 + - V3 DV6)V =0,
{( U ool 2 T ool 3 )Y (2.40)

Va(rs,y") = a2Ve(y') + Ro(V(rs, "), Vs (')

3
where Ra(V(rs, ), Vo) = D baiRoi(V(r, 1), Vo ().
i=1
The following reformulation of the jump conditions (2.13) is crucial for us to solve the transonic
shock problem. Note that (2.13) is equivalent to

{Fz(y’) 1= 10,V — agVa(ry,y') — 82(V(r,y), Ve) =0, Vy' € E, .

F3(Y') := 0,,Vs — aoV3(rs,y') — g3(V(rs,y"), V) = 0, Yy € E.
Then a key observation is

Lemma 2.3. Let Fj,j = 2,3 be two C ! smooth functions defined on E. Then the following two
statements are equivalent

(i) F,=F3=00nE;

(ii) Fy and F3 solve the following problem
+0,,F3—8,,Fy=0, inE,
+0,F2+8,,F3=0, inE,

F2(1907y3) = O’ on Y3 € [_19 1]9
F3(y2,£1) =0, on yy € [—6o, 6o].

(2.42)

Proof. 1t suffices to show that (ii) implies (i). Irgieed, it follows from the first equation in (2&2) that
there exists a potential function ®(y;, y3) € C2%(E) such that F, = dy,® and %F 3 = 0y;® on E. Then
the second equation in (2.42) yields

1 a2 2 — 3

E(’)yzd)+6y3(l) =0, IinkE,
ayzq)("—'go,)’3) = 0’ on y3 € [_1’ l]a
8y3(D(y2, i]) =0, on yp € [—90,90].

Thus one can conclude that ® = const on E and thus F> = F3 = 0 on E. |
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It follows from Lemma 2.3 that the system (2.41) is equivalent to

+0),F3 = 0,,F2 =0, inE,
+0,,Fy +0,,F3 =0, inE,
Fa(£6p,y3) =0, on y3 € [-1,1],
F3(y2,£1) =0, on y; € [-6, bo].

(2.43)

The first equation in (2.43) yields

1 4 / 1 / 1 /
r_6y2V3(’”s>y ) - ay3 VZ(rS’y ) = a_0(8y3 {gZ(V(rS’y )7 V6)} - r_ayz{g3(v(rsay )5 VG)})’ (2'44)

which will be used as the boundary condition on the shock front to solve the transport equation for
the first component of the vorticity.
The second equation in (2.43) gives

1 a , ,
r—zai Ve + 05, Ve — ,,—O% Va(rs,y') = aody; Va(rs, y') (2.45)
S S

1 , ,
= r—c?yz{gz(V(rs,y ), Vo)t + 0y,{g3(V(rs, "), Ve )}

This, together with (2.38), shows

1 1

SVAr) + Vil ) - aoar( =0,V + 0, Vs )7 ¥) = (V¥ Vel (246)
with

4 a ’/ ’
q1(V(rs,y), Vo) = r—layz{gz(V(rs,y ), Vo)t + a10y,{g3(V(rs,y"), Ve)}

1 ’ ’
+ﬁa§2{R1<V<rs,y ), Vo)t + 05, {R1(V (1, Y), Ve)).

The condition (2.46) will be used as the boundary condition on the shock front for the deformation-
curl system associated with the velocity field.
The boundary conditions in (2.43) can be rewritten as

1
(;3”‘/1 - aoale) (rs, £60,y3) = ¢5(V(rs, 200, ¥3), Vo(£60,¥3)), Yy3 € [-1,1], (2.47)
0y, Vi — apa1 V3)(rg, y2, 1) = g5 (V(rs, y2, £1), Ve(y2, £1)), Vy2 € [-6o, 601, (2.48)
with
1
g5 (V(ry, £60,y3), Vo(£00, y3)) = r—f’yz {R1(V(rs,-), Ve(: D} (£00, y3) + g2(V(rs, ), Ve()) (60, y3),
G5 (V(rg, y2, £1), Ve(y2, £1)) = 0y, {R1(V(rs, ), Ve( D} (y2, 1) + g3(V(ry, ), Ve(-)) (2, £1).

The roles of (2.47) and (2.48) will be indicated later.
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Next we determine the vorticity. Rewrite (2.28) as

Ve Vi 3
U(D06)+ %1 U(D06)+V1 = U(D 6)-f—Vl D¢
= Ho(V, Vs), (2.49)

where
1 1
Hy(V, Vo) = D5 (T]DZVWS - D" (T]D?vs
> 0Dy + Vi U(D,") + Vi
Do (B + Vs = 30D + Vi = 5V} + V§>]Dv6v
2 P = Vﬁ 3
Y(K + Va)(T (D) + V1)
s (B +Vs = JODy®) + V)2 - L(v2 + VZ)] Doy
’ YR + Va)(O(D*) + V1)

Then (2.44) gives the boundary data for @; at y; = ry

1 1
1(ry,y) = a—o(ayg{gz(V(rs,y’), Vet - r—é’yz{g3(V(rs,y’), Vo)) + 8a(V(rs, ), Vo), ¥y’ € E, (2.50)

with
01 = r2)Vedy, V3(rs,y) (1 = 12)03V0y, Va(rs, y')
yi((r2 = royr + (r2 = y1)Ve) ra—rs— Vg
ry—rs (1 = 12)0y, Ve0y, V3(rs,y")
(r2 = rg)yr +(r2 = y1)Vs ra—rs— Vg '
On the other hand, (2.29) implies that

84(V, V) = (2.51)

@ = DYVy = D{*V3 (2.52)
Vadi + DYoVs  B=310%(Dy") + Vs — U(DOVi - 3 33
U(Dy®) + Vi YD) + VI)(K + Vi)

V° Va,

%
@3 = DY\*V, - DYV, + —3 (2.53)
DY

Vi@ - DY*Vs . B— 30Dy + Vs = U(D)V) - § 23

Ve
— — — D Vy.
Ui,")+Vi YWU(D,®*) + Vi)K + Va)

Collecting the principal terms and putting the quadratic terms on the right hand sides, one gets
from direct computations and (2.52)-(2.53) that

1
y—layz V3 =0y, Vo = @1(y) + Hi(V, Ve), (2.54)
B - l(72())1) VQ(;)l + DV6V5
Oy, Vi = 0y, V3 + —= Vi = ———— + Hy(V, Vo), (2.55)
yKUG1) U(Dy*) + Vi
v, o1 B-10%0) 1 V3@, — Dy°Vs
0y, Vo + =% — —8,V| - —2———0,,Vy = % + H3(V, V), (2.56)
Yooy YKU(y1) UMD, + V)
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where

—12)0,, Vg0, V. - 1) Ve0,, V-
HA(V. Ve) = 01 = 12)y; Vedy, Vo (y1 = 2)Ve0y,V3
(r2 —rs— V) yi((r2 = r9yr + (r2 = y1)Ve)
_ rp—rg O - rZ)ayz‘/Gayl V3(y1 ,)/)
(ry = rgy1 + (r2 = y1)Ve rp—rs—Vs ’
— 12)dy, V. Vedy Vs Vs— UMWV -3, v?
Hz(V,V6):—(y1 2)0y, 63y1V1+ 60 Vs ) Vo 2_ =1 JD;/6V4
rn—rs—Vs rn—rs—Vs ‘}/(U(DO(’)+V1)(K+V4)
O (R R {10 P
YOD + VK +Vy)  yKOG) |
B B — %UZ(D(‘)’G) (1 — r2)6y3V66 Vi
YR +V)ODL) + V) rn=rs=Ve 7
V r—y)Ve(Va +0,,V
Hy(V. Vi) = — 6 8,V + (r2 = y)Ve(V2 +0),V1)
r—ry— Vs y1((r2 = royr + (r2 = y1)Ve)
eV 1v3 12
N 1 O — r2)6y2V65y|V1 N Vs — U(DO())VI -3 Zj:] Vj DV6V4
DY r-ri=Ve YODY) + VK +Vy)
B-L0%(Dy) v B=10%0) 1
+H—— 2 DYV, - —2———3,Vul.
YUDy°) + ViI)(K + Va) yKU(1) 1
The boundary conditions on X3 and X3, (1.7), become
Va(y1, +60,y3) =0, on X7, (2.57)
Vi(y1,y2,£1) =0,  onZX3. :

Furthermore, the equation (2.30) can be rewritten as

(y - 1)T +Y)

1 Vi .
di(y1)dy, V1 + y—layz Vo + 0y, Vs + W +do(y)Vy = - 2.5 Vs + Go(V,Ve), (2.58)

with
M*Q2 + (y = DM*(1)
yi(l = M2(y1))
1
Go(V. Ve) = F(V, Ve) = (di(Dy*)D\* Vi = dy(31)dy, V1) = (D,°V; - 570nV2)

di(y1) = 1= M*(y1), do(y1) =

1 1
~(D3°V3 - 8,,V3) - (o7 * dry(Dy*)V) - (- + oDV
0
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and

(y = DDYVy + Y5)
DO

0'(Dg") + D{*Vi [y +1
F(V, Ve) = - L (7 :

y—1 2 2
Vs + Va+V ))
(DY) (DY) 2 P2 2

_ _ \%
(o + DUDGVID V1 + (v = DUD) 5
0

(y = DODE) + Vi) & v
=G 2V (DY
0 c ( 0 ) j:l c ( 0 )

-1

3
(y=1Vs = ——— D Vi-y- 1>U<DX@>VI] (DY*Vy + D3°V3)

\<

- Vi
CZ(DOG) j=1

U, +V

b (V2DYov, + V2DYovs) ¢ 0
Z(D 6) Cz(D o)
+ V2

2102)0)

(V2D V2+V3D V3)

_ V. _
(T(Dy®) + VDYV + V3D)°oV3) + — 3V6)((U(D(‘)/°) + V1)D3V) + VoD V).
C

Finally, the boundary condition (2.23) at the exit becomes

) A S
3
- 201@ le Vi, U(lrz) r2. ),
where
E(V(r2,y) = ﬁ(fﬂ Va(ra, Y )? POV, Y )T — = e d LU X0
L by - Py - 22y

p(r2)

Therefore after the coordinates transformation (2.31), the transonic shock problem (1.3) with
(1.6)-(1.8), and (1.10) is equivalent to solve the following problem:

Problem T8S. Find a function Vg defined on E and vector functions (V1,--- , V5) defined on the
D, which solve the transport equations (2.39)-(2.40), (2.49),(2.54)-(2.56) and (2.58) with boundary
conditions (2.38), (2.46)-(2.48), (2.50),(2.57) and (2.59).

Theorem 1.2 then follows directly from the following result.

Theorem 2.4. Assume that the compatibility conditions (1. 9) and (1.11) hold. There exists a small

constant & > 0 depending only on the background solution ¥ and the boundary data U 100 Uz0 Uz

Py, Ky, Pex such that if 0 < € < &, the problem (2.39)-(2.40),(2.49),(2.54)-(2.56),(2.58) with bound-
ary conditions (2.38), (2.46)-(2.48),(2.50),(2.57) and (2.59) has a unique solution (V1, V3, V3, V4, Vs)(y)
with the shock front S : y; = Ve(y') satisfying the following properties.

(i) The function Vg(y') € C3(E) satisfies

||V6()") - rs”c&,a(f) < Cie, (2.61)
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and

-5 =
{‘9sz6(¢90,)’3) = 0, Ve(£bo,y3) = 0, Vy3 € [-1,1], (2.62)

0y, Ve(y2, £1) = 833‘/6@2, +1) =0, Yy, € [-6p, 6],

where C, is a positive constant depending only on the background solution and the supersonic
incoming flow and the exit pressure.

(ii) The solution (Vi,V,, V3, V4, V5)(y) € C Za(D) satisfies the estimate

5
D WVillgaa, < Cue (2.63)
=1

and the compatibility conditions

(V2, 85, V2)(y1, 60, y3) = 8y, (V1, V3, Va, Vs))(y1, 60, y3) =0, on X3, (2.64)
(V3,85 V3)(1» y2. £1) = 8y, (V1, Vo, Vi, V5)) (31, 2, 1) = 0, on X3,
3 Proof of Theorem 2.4
We proceed to prove Theorem 2.4. The solution class X consists of the vector functions (Vy,---, Vs, Vg) €
(C>¥(D))° x C>*(E) satisfying the estimate
5
j=1
and the following compatibility conditions (which is precisely (2.62) and (2.64))
(V2,85, V)1, £60, y3) = By,(V1, V3, V4, V5))(y1, 260, y3) =0, on X3,
(V3,05 V3)(y1,y2. £1) = 8y, (V1, Va, Vi, Vs) (1, y2, £1) = 0, on X3, (3.2)
(ayzv6’ 332‘/6)(190,)’3) = 0’ on )’3 € [_1’ 1]7
(Dy; Ve, 03, V) (2, £1) = 0, on y; € [—6o, 6]

with d¢ being a suitably small positive constant to be determined later.

For any given (V, V) € X, we will define an operator 7~ mapping X to itself, and the unique fixed
point of 7~ will solve the Problem TS. Note that the principal terms in the deformation-curl system
(2.54)-(2.56), (2.58) contain hyperbolic quantities V4 and Vs, so the problem is still hyperbolic-elliptic
coupled. Since V4 and Vs are conserved along the trajectory, one can derive some representation for-
mulas for V4 and V5. Indeed, the boundary data for V4 and Vs involves the shock position Vg, using
the condition (2.38), one can check that the principal term in V4(y) is given by a scalar multiple
of Vi(ry,y") and Vs can be regarded as a higher order term. Substituting these into (2.54), (2.55),
(2.56), (2.58) and (2.59), we derive a deformation-curl first order elliptic system for (Vy, V2, V3) con-
taining a nonlocal term V/(rs,y’) with some boundary conditions involving only (Vi, V3, V3) from
which (Vy, V,, V3) can be solved uniquely. Then the entropy V4 and the shock front Vg are uniquely
determined. Now we give a detailed derivation of this procedure.
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Step 1. The shock front is uniquely determined by the following algebraic equation

RV, y), Ve)
ap ’

1
Vo(y') = a—lVl (rs,y) (3.3)

provided that V(r, ") is obtained.
Step 2. We solve the transport equations for the Bernoulli’s quantity and the entropy respectively.
The Bernoulli’s quantity will be determined by (See (2.39))

(D‘76+ i pley 0 D%)VS=0,

b ow)on oo+ (3.4)
Vs(rs,y2,¥3) = B (rs + Ve(y'),y') — B™.
Set
—r—V, 1%
KZ(y) = nors—Ve _ 2 _ ,
7 p SO+ YA (ady, Vs+Dy° V30, Vo)
. Ve o (3.5)
K3(y) := r=rs—Ve DyVs
V)= T DV6Y L0 22 (Vo6 Uer D 68, Vo)
0Dy 91+ 2072 (72, Vs + D Py, V)

Then K,, K3 € C**(D) for any (V,Vs) € X. The function Vs is conserved along the trajectory
determined by the following ODE system

dys(12y _ _
DA = Ko (1, 52(150), 53139, V7 € [15, 2],
dys (1)

T = K3(T, (75 9), §3(73y), VT € [rg, 2], (3.6)
V200139 = y2, ¥30013¥) = 3.
Denote (82(y), 83(y)) = (3a2(rs;y), ¥3(rs;y)). Since (\7, Ve) € X satisfies the compatibility conditions
(3.2), then

K>(y1,£60,y3) = 0y,K3(y1, +60,y3) =0, onX3, 37)
K3(y1,y2, 1) = 0y, K2(y1,y2, £1) = 0, on =%
According to the uniqueness of the solution to (3.6) and (3.7), there hold
Y275 31, 260, y3) = 60, V7T € [r5,72], (01, 3) € 23, (3.8)
y3(Ty1.y2, 1) = £1, V71 € [r5, 121, (v1,)2) € Z5
and
B2y, £60,y3) = £6p, Y(y1,y3) € 23, (3.9)
B3(1,y2, 1) = £1, V(y1,y2) € Z5.

The existence and uniqueness of (¥2(7;y), ¥3(7;y)) on the whole interval [rs, 2] follow from the s-
tandard theory of systems of ordinary differential equations and (3.8). Then it follows from (3.6)
that

V1
y2—Be(y) = f Ko (7, 5273 y), y3(T3 y)dr,
s yl
52]‘ - 8yjﬁ2(y) = 6le2(y) + ay2K28yj)_’2(T;y) + ay3K26yj)_’3(T;y)dT, j=12,3,

s

V1
Bo(y) =610y, Ko(y) + | 85, K28y, 520y, 52 + 65, Ko(Oy, 520,33 + Oy, 320y, 33)

2
a)’iy/
Ts

+5§3 K>0,,530y,y3 + ayszai.y‘,yz(T ;Y) + Oy, Kzai.y V3T y)dr.
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Thus there holds

3
DUBI0) = yillaas, < ClV, Vol
=2

(3.10)

Differentiating the second equation in (3.6) with respect to y, and restricting the resulting equation

on y; = +6y, one obtains by (3.7) that

48,,93(1;y1, £60,y3) = 8y, K3(7, 92(75 ), ¥3(T: )0y, 3(T5 Y1, £60. ¥3),
0y,73(y1; £6p,y3) = 0,

from which one concludes that d,,73(7;y1,+6p,y3) = O for any 7 € [rg,r2]. Similarly, one has

0y;32(73y1,y2, £1) = O for any 7 € [ry, r2]. Thus

0y,63(y1,£60,y3) =0, on Z;,
0y,B2(y1,y2, 1) = 0, on X3.

Since Vs is conserved along the trajectory, one has

Vs(y) = Vs(rs, B2(0), B3(1)) = B~ (ry + Vs(Ba (), B3(3), B2 (), B3(»)) — B~

Thus Vs can be regarded as a high order term satisfying the following estimate

3
||V5||C2,(Y(B) < C*€(||V6llc2m(E) + Z ”ﬂj”chy(ﬁ))
=

< Cu(e+ €ll(V, Vo)llx) < Cale + €8p).

It follows from (1.13),(3.2) and (3.11) that the following compatibility conditions hold

0y, Vs(y1,£6p,y3) =0, on Z;,
3y, Vs(y1,y2, 1) = 0, on X3,

The function V; satisfies

(pfe+ —f2—De+ —p—ple)vs =0,
U(DO)+Vy UMD+

Va(rs,y') = a2Ve(y') + Ro(V(rs, ), Vo (')

By the characteristic method and the equation (3.3), one has

Va(y) = Va(rs, 52(3), B3(»))
= @ Vs(B20), B3(0) + Ra(V(rs, B2(3), B30, V6 (B2(»), B3 (1))

= V(') + a2(Ve(B20), B3()) = Vo)) + Ro(V (15, B2(3), B30, Vo(Ba(3), B3 (1))

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

= Z—TVWs,y') + ax(Vo(B200), B3() = Vo)) + Ra(V (15, B2, B30)), Ve (B2 (1), B3 (1)),

where

@R (V(rs,y"), Vo)
ai

Ry (V(rs,y), Vo) = Ra(V(rs,y'), V) —
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Since Vg(y’) is still unknown, one may rewrite (3.16) as
VaOr13) = Vi) + RaV s o), B3O, VolBa), B3O, (3.17)
with
Ry = ax(Ve(B2(). B3() — V(")) + R3(V (s, B2 (). B3(0)): Ve (B2(3). B3(9))).-
Therefore V4 is decomposed as a scalar multiple of V(rs,y") with high order terms satisfying
Walleza@, < CoIViCs Mcaage + IRallczus,

3
< CllVir Meaag + Wellgsagg, D IBI0) = Yillcaags) + Colell(V, Vo)llx + IV, Vo)lR)
j=2

S C*llvl(rS7 ')”Cza(E) + C*(G(SO + 53) (318)
Furthermore, since (V, V) € X satisfies the compatibility conditions (3.2) and the upcoming super-

sonic flow satisfies (1.13), using the formulas (4.16)-(4.21), one could verify by direct but tedious
computations that

DV (s, 3, Volllyy=sa, = 02102V (rs, ), Volllyp=sa, = 0, Vy3 € [-1, 1],
ayz{J3(‘A7(rs’ y,)’ V6)}|y2:i90 = ayz{-](v(rs, y,)’ ‘76)}|y2=i90 = 0’ V)’3 € [_1’ l]a

e N (3.19)
J3(V(rs, ), Volly =1 = 853{J3(V(rs’y ), Volltly,=+1 = 0, Yy2 € [=6p, 6o,
Oy {2 (V(rs,y), Volllys=s1 = Oy (I (V (15, 3), Ve)llys=e1 = 0, ¥y2 € [=60, o]
and forall j=1,2,3
Oy {R0;(V(rs, ), Vollly,=26, = 0, Vys € [-1,1], (3.20)
Oy {Ro;(V(rs,y), Vollys=s1 = 0, Vy2 € [=6p, bo].
Thus fork =1,2,3
Oy, (Rk(V(r5, ), Volllys=s0p = 0, Vy3 € [-1,1], .
Oy (Rk(V(r5,), Vo)llys=e1 = 0, ¥y2 € [=60. 6p].
These, together with (3.9) and (3.11), imply that
Oy R4V (r, B2(»). B30, Vo(B2 (), BN}t £60, y3) = 0, on I, (3.22)
Oy {Ra(V (rs, B2(), B3 Ve (B (). Bz}, y2. £1) = 0, on £X.
and
ayz V4(y1, igo’ y3) = Z_Tayz Vl (7‘5, 160’ y3)’ on Zia (3 23)
0y, Va(yr, y2, 1) = Z—fayg Vi(rs,y2, £1), on X3

Remark 3.1. In the C**(D) estimate of the first term in Ry, the C3*(E) norm of Ve is required.
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Step 3. We solve the transport equation for the first component of the vorticity. Due to (2.49) and

(2.50), it suffices to consider the following problem

Vﬁ+i VD"

S oY) + 7,
1(rs,y") = Rs(V(rs,y), Vs(3)),

1}
+\7’
6
DO

o1 +uV, Vo) = Ho(V, V),

where

j
U(DV"’) + ¥

Jj=2

TAGE {Z Dl

N A A 1 A N
Ré(V(}’s, y,)a Vﬁ(y/)) = a_0(8y3 {gZ(V(rS’ y/)’ V6(y/))} - r_ayz{gS(V(rs’ y/)’ V6(y’))})

+84(V(r, ), Vo).

(3.24)

Since (V, Ve) € X satisfies the compatibility conditions (3.2), using the first formula in (2.36),(2.37)

and (2.51), one can verify that

1 (rs, £60,y3) = 0, Yys € [-1,1],
@1(rs, y2,£1) = 0, Yy2 € [—60, 0],
Ho(V, Ve)(y1, £60,y3) =0,  on X3,
Ho(V,Ve)(y1,y2,+£1) =0,  onZi.

Integrating the equation in (3.24) along the trajectory (7, y2(7;y), ¥3(7;y)) yields

_ ™M VY, T~ (V) Va(FV
D7) = Re(Ba(y), B3))e” e HOTNT (e
V1

+ | Ho(V, Vo) 5oy, 3s(rs e b HV T3 g,

I

Thus the following estimate holds

@11l c1agg) < Coll@i(rs Miera + 1HOV, Vollcrags)
< C.(ell(V, Vo)llx + IV, Vo)llx) < Cu(edo + 55).

Also (3.9),(3.11), (3.25) and (3.26) imply the following compatibility conditions

@1(y1,+600,y3) =0, onZX3,
1(y1,y2,x1) =0, on X3,

Substituting (3.26) and (3.17) into (2.54)-(2.56) yields

1 AA
))_16})2‘/3 - (9)»3 V2 = Gl(V’ V6)7

8y, Vi = 0y, V3 + d3s(01)dy, Vi(rs,y') = Go(Vs, V, V),

Vv, 1 1 ) =
9y, Vo + y—lz - y_la” Vi - d3(¥1)y—1‘9y2 Vi(rs,y") = G3(Vs, V, V),
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where

aQB— %UZ(YI)

d3;(y1) = ———==
a; yKU(y1)
G1(V,Ve) = 01(y) + H1(V, V),
A ‘72(1)1+DV6V5 B—ll_]z(yl) A A
Ga(Vs, V. Vg) = ————— + Ho(V. Vo) + —==——0,,(Ra(V. Vi),
UDy*) + Vi yKU @y,
. Vs@1 - DoV B-10%0) 1 o
G3(V5, V., Vo) = ——=—2— + Hy(V, Vo) - —==———0,,{Ra(V. V)}.
U(Dy*) + Vi YKU(y1) n

Using (3.2), (3.14), (3.28) and (3.22), one can further verify the following compatibility condi-
tions:

{GW, Vollyo=260 = G3(V5, V. Vo)ly,=26, = 0y,{G2(V5, V, Vo)lly,=2g, =0,  on I, (3.32)
V.V, ‘

Gi(V, Vo)lys=£1 = G2(V5, V, Vo)lyy=s1 = 8y,{G3(V5, V, Ve)lly,=1 =0,  on I,
Furthermore, (2.58) implies that

-0+ Y
2(p, K)

It follows from (3.17) and (2.59) that the boundary condition for V| at the exit becomes

Vi
dl(yl)ayl V] 5)2 Vz + 3y3 V3 + — v + dz(yl)Vl V5 + Go(V V6) (3.33)

Vi(ra, y') + dz(rp)Vy (}"s,y,) = q4(y’), (3.34)
where
. A Va(raoy
q4(y') = d3(r)Ra(V (s, Ba(r2, ¥'), B3(r2, ), Vs (Ba(r2,¥), B3(r2,Y))) + 5;;55 )
€Pex(y') 1 < o
N g - 8 s - E V N .
©U)(r2)  2U(r2) 21 r,)) U(ry) (V(r2,y)

And using (1.9) and the explicit expression of E(V(rg, y")) in (2.60), one can verify that

{6y2q4<ieo,y3> =0, ¥y;e[-1,1], 539

8)’3‘]4()72, il) = 09 v)’Z € [_90a90]~

Step 4. We have derived a deformation-curl system for the velocity field which consists of the
equations (3.33), (3.29)-(3.31) supplemented with the boundary conditions (2.46), (2.57), (3.34) and
(2.47)-(2.48), where ¢; and q; £(j = 2,3) are evaluated at (V, V). However, due to the linearization,
the vector field (G, G», Gg)(V Vo) may not be divergence free and thus the solvability condition of
the curl system (3.29)-(3.31) does not hold in general. To overcome this obstacle, we first consider
the following enlarged deformation-curl system, which includes an additional new unknown function
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IT with homogeneous Dirichlet boundary condition for IT:

A1)y, Vi + 50y, Vo + 0y, V3 + % +do(yDVi = _(7—612)((/3—(’1;%)‘/5 +Go(V, V), inD,

5-0,,V3 = 8),Va + 8,11 = G(V, V), inD,

8y, Vi = 8y, V3 + d3(31)0y, Vi (s, ¥') + yilayzn = Go(Vs, V, Ve), inD,

By Vo= 20, Vi + L2 = 895 Vi (ry,y) + 8,11 = G3(Vs, V, Vo), in D,

(éaﬁz + 5 )Vi(rs,Y') = aoai (5:0), Va + 8y, V3)(rs, y') + G (V(rs, ), V(). vy € E, (3.36)
Va(y1, £60, y3) = L(y1, 600, y3) = 0, on 3,
II(rs,y") = H(r2,y") = 0, Vy' € E,
V3(y1,y2, £1) = I(y1, y2, £1) = 0, on X%,
Vi(ra,y') + d3(r)Vi(rs,y') = qa(y), Yy € E.

The system (3.36) should be supplemented with the boundary conditions (2.47)-(2.48) where
ql.i(i = 2,3) are evaluated at (\7, Ve) so that a unique solvability result can be derived. Thanks to
(3.19), (3.21), (2.36) and (2.37), it follows from (2.47)-(2.48) and the compatibility condition (3.2)
that on the intersection of the shock front with the nozzle wall:

1
(r_ayz Vi - aolez) (rs, £60,¥3) = 0, Vy3 € [-1,1], (3.37)
0y, Vi —apa1 V3)(rs,y2,£1) = 0, Yy, € [=60, 6p]. (3.38)

The unique solvability of the problem (3.36) with (3.37)-(3.38) can be verified by several steps
using the Duhamel’s principle as follows.

Step 4.1 First, taking the divergence operator for the second, third and fourth equations in (3.36)
leads to

2 1 142 277 _ G, 1 .
ayln + y—lay,n + y—%ayzn + (9),31'[ =0,,G1 + Wt y—laysz +0,,G3, inD,

1(ry,y") = [(r2,y") = 0, vy €E, (3.39)
II(y1, 60, y3) = 0, on X7,
I(y1, y2, 1) =0 on 3.

The existence and uniqueness of C2*(D) n C(D) smooth solution II to (3.39) can be found
in [15]. To deal with the singularity near the corner, one can use the standard symmetric extension
technique to extend I1, G, G, G3 as follows:

ﬁ,
[rs, 2] X [6p,3600] X [-1, 1], (3.40)
[rs, }’2] X [_390’ _60] X [_1’ l]a

(H, GlsG3)(y19y2ay3)’ )_))E
(Hy GlaG3)® = _(Ha G19 G3)(y1a200 _y27y3)7 .)?e
~-(I1,G1,G3)(y1, =260 — ¥2,¥3), Y€

and
G2(y1,¥2,¥3), yeD,
G2() = {G2(y1, 2600 — y2,¥3), V€ [rg, 2] X [60,360] x [-1, 1], (3.41)
Gao(y1, =260 — y2,¥3), ¥ € [rs, 2] X [-36p, —6p] X [-1, 1],

28



The extension of I1, G;,i = 1,2, 3 along the x3 direction can be done similarly.
Thanks to the compatibility conditions (3.32), one has

~ ~ ~ ~ ~ G ~ ~
o5 I+ 50,1+ yi%agzn +05,11=0,,G1 + T+ + 5-8,,G2 + 8,,G3 € C (D),
ﬁ("sd’b)@) = ﬁ(’”29y2aY3) = 0’ V()’Za)’S) € [_390’ 390] X [_39 3]7

where D, = (rs, r2) X (=36, 36p) X (=3,3). Then the regularity of II on D can be improved to be
C?>*(D) with the estimate

3
M) < Co D NG llra, < ColelltV, Vollx + IV, Vo)l3) < Culedo +63).  (3.42)
J=1

Furthermore, the following compatibility conditions hold

{5y1H(Y1, +600,y3) = Oy, I1(y1, £6p,y3) =0, onX3, (3.43)

0y, II(y1, y2, £1) = 0y,11(y1, y2, 1) = 0, on 3.

Step 4.2 Next we are going to solve the following divergence-curl system with homogeneous
normal boundary conditions

8y, V1 + % + -0y, V2 + 0y, V3 = 0, in D,

+0),V3 =8y, V2 = Gi(V, V) = 8,11 := Gy, in D,

9y, V1 = 8y, V3 = Ga(Vs, V., Vo) = 50,11 := G, in D,

0y Va = 0,V + 2 = G3(V5,V, V) = 8,,11:= G5, inD, (3.44)
Vi(rs,y2,y3) = Vi(r2,y2,53) = 0, vy € E,

Va(yi, £60,y3) = 0, on X3,

V31, y2, 1) = 0 on X3.

Since IT satisfies the equation in (3.39), then
~ 1 - 1 ~ ~
0y,G1 + —G| + —0,,G2 + 0y,G3 =0, inD.
Y1 Y1 ’
Also it follows from (3.32) and (3.43) that

{61@1, +60,y3) = G3(y1, 260, y3) = 8y,G2(y1, £60p,y3) =0,  on Xf, (3.45)

G1(y1,y2, 1) = Go(y1, y2, £1) == 8,,G3(y1,y2, 1) = 0, on X3.
The unique solvability of the divergence-curl system with the homogeneous normal boundary
condition is well-known (cf. [16] and the references therein). By the compatibility condition (3.45)

and the symmetric extension technique as above, there exists a unique C>?(D) smooth vector field
V1, Vo, V3) solving (3.44) with the estimate

3 3 3
Villca) < Co D MG lleras) < Co D NG llgra, + Ml (3.46)
j=1 j=1 j=1

3
< Co D MG llera) < Coell(V, Vollx + IV, Vo)ll3) < C.(edo + 63)
j=1
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and the following compatibility conditions hold

0y, (V1, V3)(1, 260, y3) = (V2,85, V2)(y1, +60,y3) = 0,  on X3, (3.47)
By, (V1, V)1, y2. £1) = (V3,02 V3) (1,32, £1) =0, on X%, '
Step 4.3 Let (Vy, V>, V3) be the solution to (3.36), and set
N;») = Vi) = Vi), j = 1,2,3.
Then Nj, j = 1,2, 3 solve the following problem
di(y1)dy, N1 + 30,,N2 + 0, N3 + -N1 + da(y)N1 = Ga(V, Vi), inD,
yilaYZN3 = 0y;N2 =0, inD,
Oy, (N1 + d3(y1)N1(rs,Y")) — 8y, N3 = 0, inD,
Oy Na + 22— Lo (N + ds(y)N1 (1) = 0, - WD e
(505, + )N1(rsY) = aoar (593, No + 0y, N3)(rs. ') = qs(V (s y). VoY), VY € E,
Na(y1, £6p,y3) = 0, on X3,
N3(y1,y2,£1) =0, on X3,
Ni(r2,y') + ds(r)N1(rs, ¥') = qa(V (r5, ), Vs (y)), Vy' € E,
where
a0 =TT D @00+ iy, ¥ — oot
4(V, V) = —W 5+ Go(V,Ve) + M~(y1)0y, V1 — da(y1) V1,
v N T ’ X AN Y ’ 1 v ’ ’
q5(V(rs,¥), Ve(y')) = qi(V(rs, ), V6 (")) + apay (r—aszz + 0y, V3) (rs,y").
N
The boundary conditions (3.37), (3.38) and the compatibility condition (3.47) imply that
1
(r_ayle - aOaINZ) (rs’ 1909)’3) = Oa VY3 € [_1’ 1]a (3'49)
s
(Oy; N1 — apai1N3)(rg, y2, £1) = 0, Yy, € [0, 6o]. (3.50)

It follows from the second, third and fourth equations in (3.48) that there exists a potential function
¢ such that

NiG1LY) + dsNI(re ') = 3y, 601,Y) Na(yn,y') = yll W BOLY), N3O1.Y) = By 1, 13.51)
Therefore

Ni(rs,y") = %%.q’)(l’s,y’),

NiG1LY) = B 6031,) - %dﬂyl)am(rs,y’)

with

(- DMP(ry) + 1
O YM2(ry)

as > 0.
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Thus the problem (3.48) is equivalent to

(YD}, + 505, + T+ 5:.00,6 + B0y ¢ = ds()dy () = Ga(V, V), inD,

(565, + 83, (00, 81, 2.33) — asd(rs, ")) = a3a5(V(rs, ), V(). Vy € E,

0y,0(1, 60, y3) = 0, on Xz, (3:52)

0y;6(y1,y2, 1) = 0, on X3,

Ay, $(r2,y") = qa(y'), Vy € E,
where

1
ds(y1) = di(ynd;(y1) + (y—1 + dr(y1))d3(y1)

B+ 1051 U ()

__® 1

= aldl(YI) R 700 -i'(y1 + dr(y1))d3(y1)

_ a» o 1, 2 1, M*Q2 + (y - 1)1\‘42)))
N al)’KY1U()’1)(B+2U Ov+(B 2U (y1))(1+ 1-M?

a (2 5. U*y)Q2 + (y - 1>M2(y]>)) .0,

~ ya Ky U(y) (y = (1 = M2(y)))
as = apa1az > 0.

Moreover, the boundary conditions (3.49) and (3.50) can be rewritten as

1
— 0,9y, ~ asd)(rs, 60, y3) = 0, Vy3 € [=1, 1], (3.53)
8)73(6y1¢ - a4¢)(l"s, )72, il) = 09 V)’Z € [_90’ 90] (354)

A key issue here is the derivation of the oblique boundary condition for the potential ¢ on the
boundary {(rs,y’) : ¥’ € E} by solving the Poisson equation (the first boundary condition in (3.52))
with the Neumann boundary conditions (3.53)-(3.54).

Lemma 3.2. (The oblique boundary condition on the shock front.) On the shock front {(rg,y’) :
y' € E}, there exists a unigue C>*(E) function m\(y’) such that

Oy, d(rs, ') — asp(rs,y’) = my(y') (3.55)

where m(y’) satisfies the Poisson equation with the homogeneous Neumann boundary conditions

(505, + 35)m () = asgs(V(rs.y). Ve(y)).  in E := (=60, 60) x (-1 1),
+0,,m1 (60, y3) = 0, Vys € [-1,1], (3.56)
ay3m1(y29i1) = Oa v)’Z € [_90’90]7

f f mi(y2,y3)dy’ = 0. (3.57)
E
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Proof. Due to (2.36),(2.37),(3.2),(3.20) and (3.47), the following solvability condition for (3.56)
holds

f f qs(V(rs,y), V(' ))dy' = f f @1 (V(rs, ), V(' Ny’ (3.58)
= f ] Lo (V(re,y'), Vs ))+ yz{Rl(V(’"s’y) Voo’ ))} , dys
- y2=—bp
o R . R . 1
+ f: a183(V(rs, ¥, Ve(y')) + 0y, {R1(V (15, y"), Ve (')} 1dyz =0
— 0 )73:—

Thanks to the homogeneous Neumann boundary conditions in (3.56), by the symmetric extension
technique, one can get that there exists a unique solution m;(y’) € C>*(E) to (3.56) satisfying (3.57)
with the estimate

Imill g, < Cullgs(V(rs, YD, Ve Nllca gz (3.59)

3
< CullR1 Oz + 2 Ve Mra, + I8 llerags)
Jj=2
< Cu(ell(V. Vo)l + 11KV, Vo)I3) < Culedo +63).

O
Then the problem, (3.52) and (3.53)-(3.54), can be reduced to
0y, (d1(y1)dy, ¢) + yi%(?gqu + 85,6 + ds(y1)dy, ¢ — apards(y1)¢(rs,y') = Gs(y),  inD,
6)?1 ¢(rs’ yl) - a4¢(rs’ y/) = m](yl)’ Vy' c E,
0y,6(y1, +00,y3) = 0, onxi,  (3.60)
ay3¢()’1,YZ,il) :09 on Z;,
0y, 0(r2,y") = ma(y'), Vy' € E,
where
G50) = Ga) + “2 ),

1 N N
ds(y1) = " +da(y1) = di(y1), ma(Y") = qa(V(rs,y"), V().

It can be checked easily that the function G5 and m;,i = 1,2 satisfy the following compatibility
conditions

0y,Gs(y1, 60, y3) = 0, on %,
0y,Gs(y1,y2, £1) =0, on X3,
0y,m1(£6p,y3) = 0y,mz(£6p,y3) =0, Vys €[-1,1],
Oysmy(y2, £1) = dy,ma(y2, £1) = 0, Yy2 € [0, 6o].

(3.61)

Note that in (3.60) we have replaced the term dﬁ')a},l(p(rs, y’) in the first equation of (3.52) by
apa1ds(y1)p(rs,y') using the oblique boundary condition at y; = r,. It simplifies greatly the unique
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solvability of the problem (3.60) since the nonlocal term involves only the trace ¢(r;,y’) not the
derivative d,,¢(rs,y’), so that one can use the Lax-Milgram theorem and the Fredholm alternatives
for second order elliptic equations to establish the existence and uniqueness of the solution to (3.60).

Indeed, first, the weak solution to (3.60) can be obtained as follows. ¢ € H'(D) is said to be a
weak solution to (3.60), if for any ¢ € H'(D), the following equality holds

B(p,¥) = LO), Yy € H' (D), (3.62)

where
s6.)= [[[ aiono 0,0+ yi%ayzwyzw + 0,00,
(9100, 80+ a0ards )80 WO i+ [ [ dirass Wiy vy
2w = [[[ wGsinay + [ xamaowirss = diomowey .

Next, to solve (3.62), one observes that

Lemma 3.3. There exists a positive constant K depending only on the background solution such that
the following problem has a unique weak solution in H' (D)

0y, (di(y1)0y, ¢) + y%aﬁzfl’ +0%.¢ + ds(y1)dy, ¢ — apa1da(y))d(rs,y') — K¢ = Gs(y),  inD,

Oy, d(rs,y') — aad(rs,y') = mi(y'), vy € E,
0y,9(y1, %60, y3) = 0, on 3%, (3.63)
0y, 6(y1,y2, 1) =0, on E;ﬁ,

Oy, d(r2,y") = ma(y'), Vy' € E.

Proof. The weak formulation of the problem (3.63) is the existence of a H (D) function ¢ such that
Bk(¢.¥) = B¢, ¥) + Kff ¢udy = L), Yy € H' (D). (3.64)
D
For any € > 0, there holds

C
f f P (ryy)dy < <0 f f f S,y )y dys + € f f @y, 8201,y )/ dy.
E € D D

The boundedness and coercivity of Bk can be verified as follows

1Bk (9. Yl < Collllg )1l (o)

2
LW < ColllGsllz2m) + Z llm jll 2 )W 1 ()

=
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and

1
Br(,9) = f f fD BOVO + 500 + B0~ s 00
1

raoards 3Py W1 ddndy + Kl o + f fE A (r)as(@(r, YRy,
> CulllVOlIT g, + 165, Mgy + Kl - %namniz@)
=S, My~ Coldl s,
> SV 0 + 100, M) + 5 100

provided that K is large enough. Then by the Lax-Milgram theorem, there exists a unique H'(D)
solution ¢ satisfying (3.64), which completes the proof of Lemma 3.3. O

Now we are ready to solve the problem (3.60).

Proposition 3.4. Suppose that Gs € C Le(D) ani (my1,my) € (C**(E))? satisfy the compatibility
conditions (3.61). Then there exists a unique C 3¢(D) to the problem (3.60) with the estimate

2
Bl csags) < CoUGsllora) + > Imllcaacs): (3.65)
j=1

where the constant C. depends only on the coefficients d,, d4, ds, a3, as and thus depends only on the
background solution.

Proof. We first improve the regularity of any H'(D) weak solutions to (3.60). The goal is to show
that for any weak solution ¢ € H'(D) to (3.60), ¢ indeed has a better regularity ¢ € C3%(D) satisfying
the following estimate:

2

18l s) < Coll@lln oy + IGsllora, + Y htjlleaags)- (3.66)
j=1

To this end, one can rewrite the first equation in (3.60) as a standard second order elliptic equation
for ¢:

1
Oy, (d1(y1)dy, $) + y—za§2¢ + 87,0 + ds(y1)dy,¢ = Gs(y) := Gs + aparda(y)(rs. y').
1

Since ¢ € H'(D), ¢(rs,y") € L*(E) by the trace theorem. Together with the boundary conditions in
(3.60), one can apply [23, Theorems 5.36 and 5.45] to obtain global L* bound and C®! estimates (for
some a; € (0, 1)) on ¢ as follows,

2

C. (ko dar)80r ¥ Mz + 1G5y + Y Il
=1

IA

|I¢I|CO""1 (ﬁ)

IA

2
Cullilln o) + 1Gslcrags) + D Imillera)-
j=1
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Hence the term aga1ds(y1)p(rs,y') € CH (ﬁ) and the Schauder type estimate (cf. [23, Theorem 4.6])
would imply that

2
Illcros) < Colldlln o) + IGsllora, + . Imllcegs)- (3.67)
=1

We extend ¢, Gg to ¢ and Ge on D, as for G, in (3.41), and extend m;,i = 1,2 as

mi(y2,y3), ¥y €D,
mi(y") = {mi(2600 — y2,y3), ¥ X [60,360] X [-1, 1], (3.68)
mi(=26p — y2,¥3), ¥ X [=360, —0p] x [-1, 1],

The extension of m;, i = 1,2 along the x3 direction can be defined similarly. Then ¢ satisfies

Oy (1) @) + 55,6 + 55,6 +ds(y1)dy, ¢ = Ge(y),  in D,
By, (rs, ') — asd(rs,y') = i1 (y'), Vy' € [-36, 36p] x [-3,3], (3.69)
By, P(r2,Y) = ('), Yy € [-360,360] x [-3,3].

Thanks to (3.61), one has G¢ € C¥(D,) and 7ir; € C>*([-36p, 369] X [-3, 3]) and the desired estimate
(3.66) follows from the standard Schauder estimates.

Next we will show the uniqueness of the H (D) weak solution to (3.60), i.e. if G4 = 0,m; = mp =
0, and ¢(y) € H'(D) is a weak solution to (3.60), then ¢ =0onD.

Let {Bi(y2)}:2, be the family of all eigenfunctions to the eigenvalue problem

{_ﬁ;/@z) = T;i(2), 2 € (=60, 60), (3.70)

Bi(=6o) = Bi(6o) = 0.

Then one has

[

By = (=} U { = COS(];—Zyz)} of sin(ZI;;-O )

V260 \Veo

which form a complete orthonormal basis in L>((—6p, 6y)) and an orthogonal basis in H' (=6, 6p)).
Let

k=1

[

()2 = {%} 0 {COS(,W)}; o {sin 2k

7TY3)}

k=0

Then {u j(yg)}‘]’.io form a complete orthonormal basis in L*((-1,1)) and an orthogonal basis in H L(-1,1)).

Denote the eigenvalue associated to u; by /li for any j > 0. Then the set
Bi2u i)} 1o

will form a complete orthonormal basis in L*((—6y, 6p)x(—1, 1)) and an orthogonal basis in H Y((=6y, 60)x

(-1, 1)).

It follows from the previous regularity that ¢ € C>%(D). Thus its Fourier series converges

601.) = ) Xij0BIGH(3).

i,j=0
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Substituting this into (3.60) yields that for i, j > 0, it holds that

2
di(yDX(y1) + (yi1 +dr(yD)X] (1) - (ﬁ + )X, j(v1) = aoarda(y)Xi,j(rs) = 0

X,{’/'(rs) - a4Xi,j(rs) =0, (3.71)
Xl{7j(r2) =

Suppose that X; ;(rs) = 0, then the maximum principle and Hopf’s lemma imply that X; ;(y;) = O for
Vy1 € [rs, r2]. Suppose that X; ;(ry) > 0. Then

2
DX o) + G- + da()IX] 1) = (:—% + )X, j(v1) = aoarda(y)Xi,j(rs) > 0, Yy € [rs, 7],
X} j(rs) = aaXi j(r) > 0, (3.72)
Xl{,j(rZ) =
Assume that X; j(y1) achieves its maximum at y; = $1: X; j(§1) = maxy,e[r,,») Xi j(y1) > 0. Since
X; j(rs) > 0 and X} irs) > 0,91 € (rg,r2]. If $1 € (ry,r2), then X O =0, X”(y ) < 0, which
contradicts to the ﬁrst equation in (3.72). If ;| = r», by Hopf’s lemma one has X! (rz) > 0, which is
also a contradiction too. Similarly, X; ;(r;) < 0 will induce a contradiction. Therefore Xi,j(y1) = 0 for
all y; € [ry, r2]. Consequently, ¢ = 0 in D.
Thus we have proved the uniqueness of the H' weak solution to (3.60). This together with Lemma
3.3 and the Fredholm alternatives for elliptic equations implies the existence and uniqueness of H'!(D)
weak solution to (3.60) (See the argument in [15, Theorem 8.6]). With the aid of uniqueness, the

estimate (3.65) follows from (3.66). Hence the proof of the proposition is completed.
]

Thus N1 (y) = 8y, () = 2-d3(1)0y, $(rs,Y), Na(y) = 5-0y,6(y1,)’) and N3(y) = 8,,¢ would solve
the problem (3.48) with (3. 49) (3.50). Differentiating the first equation in (3.48) with respect to y;
(resp. y3) and evaluating at y, = %6y (resp. y3 = x1), one gets from (3.47),(3.53) and (3.54) that

{5§2N2(y1,190,y3) =0, on Z;,

) 2 (3.73)
9y, N3(y1,y2,£1) =0,  onZ3.

Then
’ ’ 1 ’
Vi, y) = Vi) + dy,6() — a—3d3(y1)(9y1¢(rs,y ),
’ ’ ’ 1 ’ 7 ’ ’ 7
Va(y1,y') = Vo, ') + y—]3y2¢01,y ), Va(y1,y) = Va(v,)Y) + 0y,6(01,Y),  (3.74)
will solve the problem (3.36) with (3.37)-(3.38) and satisfy the estimate
3 3
D Wil < CO Wil + IV8llcaas) + 10y, 8003 o) (B75)
j=1 j=1
< Cule+ Culell(V, Vo)llx + IV, Ve)llR) < Cule + €6o + 65).
Also the following compatibility conditions hold

2 — +
{(V2’ay2V2’ 6y2V1’6y2V3)(y1’iQO$y3) - O’ on 22’ (376)

(V?H(953‘/35ay3vlaay3vz)(yl9y25il) :Ov on 223_'—
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Step 5. After obtaining V1, V>, V3, one can determine uniquely the function V4 in (3.17):

Va(y1,y') = Z—fvwrs,y’) + Ra(V (15, f20), B30)), Vo (B2 (1), B3(0))).

Then it can be checked easily that the following estimate and compatibility conditions hold:

Vallczagg) < CollVi(rs, Micaag + Cell(V, Vollx + IV, Vo)llz)
< C.(e6g + 83)

and

ayzv4(.yl’ ieO’y?)) = Z_?ayzvl (rS’ ie()’y?)) = 09 on Zf’
8}’3V4(y1’y2’ il) = Z_?ay3vl (rs,yZ, il) = O, on 2;

Finally, the shock front is given by
’ 1 ’ 1 X AR ’
Ve(y') = —Vi(rs,y') = —Ri(V(rs, y'), Vo)),
aq ay
and it is clear that Vg € C>*(E) and

ayzv6(i907y3) = 07 onys € [_1a 1]’
0y, Ve(y2,£1) =0,  ony; € [-6p, bp].

It remains to improve the regularity of Vg to be C>*(E). To this purpose, one can define

Fa(y') := 105, Vi(rs,y) = agVa(rs,y') = a12(V (15, ), V6 () = 105, (R1(V (15, ), Vs (),
F3(y) := 8y, Vi(rs,y) — agV3(rs,y') — a183(V(rs, ), Ve (y')) = Oy, {R1(V (s, ), V6 (3))).

(3.77)

(3.78)

(3.79)

(3.80)

(3.81)

Then it follows from the first boundary condition in (3.36), the boundary data in (3.24) and the

boundary conditions (3.37)-(3.38) that

%a},ze +0y,F3=0, inE,
+0,,F3—0y,F2 =0, inE,
Fa(x60,y3) =0, onys € [-1,1],
F3(y2,+1) =0, ony; € [—6y,6].

Thus by Lemma 2.3, F> = F3 = 0 in E. Using the equation (3.80), there holds

20y, Vo) = apVa(rs,y) + ©2(V(rs,y), Vs(3),  inE,
3y, VoY) = agV3(rs,y') + g3(V(rs, ), V6(v')),  inE.

Therefore Vs € C>*(E) admits the following estimate

||V6”C3,ar(f) < C*(”Vl(rS? ')HCZ,(Y(E) + ”Rl(V(}"S, y’), ‘76()/))”@,0@))

3
+C O WV Mgy + 181V V60 Mlcan )
=2

< Cule + €ll(V, Vo)llx + ICV, Vo) < Cule + €80 + 57).
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Differentiating the first (second) equation in (3.83) with respective to y; (resp. y3) twice and evaluating
at y, = 6y (resp. y3 = £1), using (3.19) and (3.76), one can verify that

3 Ve(£60,v3) =0, ¥ -1,11,
{ 3, Ve(£60,y3) y3 €l ] (3.85)

8 Ve(ya. £1) =0, Vy; € [-6p, o).
Combining the estimates (3.13), (3.75), (3.78) and (3.84), one concludes that

5
IV, Volllx = D IVillaa) + IVellsag) < Cale + €60 + 63) < Cule + 7).
J=1
Choose 6p = Veand lete < g = ﬁ. Then ||(V, Ve)llx < 2C.€ < §p. Furthermore, the compatibility
conditions (3.14), (3.76),(3.79), (3.§1) and (3.85) hold, thus (V,Vs) € X. We now can define the
operator 7 : (V, V) — (V, V) which maps X to itself.
Step 6. The contraction of the operator 7. It remains to prove that the operator 7 is a contraction
in the norm

5

IOV, Vollhe := D IVl crags, + WVelleaa g,
j=1

so that one can find a unique fixed point to the operator 7~ by the contraction mapping theorem. For
any two elements (V/, V1), i = 1,2, define (V/, Vi) = 7(V/, Vi) for i = 1, 2. Denote

(Z,Z6) = (V' VH = (V2 VD), (Z,Zs) = (V', VD) - (V2 VD).

It follows from (3.4) that Z5 satisfies

Vi vl Vi vl Vi
(Dl6 +——t—D,° + +D36)ZS = Fs(y),
0D, 64171 (D 61, 71
U(D,*)+V] U(D,0)+V! (3.86)

Zs5(rs,y") = hs(y'),
where

! o1 1% 02
—fDVG _ —]Dvﬁ V2
_ oyl a1 J _ 2 ~n J 5°
0D, + V! 0(D,) + V'

hs(y') = B™(rs + V(). y) = B~ (ry + V2O, ).

3
Vi V2
Fs()=—=(D,* = D)V - )
J=2

Let (7, )‘Jé(r; y), yg(r; y)) be the trajectory associated with the vector field (1, K%, Kg) fori = 1,2 re-
spectively, where K}, K} are defined as in (3.5) with (V, V) replaced by (V7 Vi). Then

V1
Zsn,y') = hsBL).BLO)) + f F3(r, 35t ), 3L ).

Thus one can get that

3
1Zsll ) < CoelZellcracg, + CUVE VDO W2)llra) + Wellns) — (B8T)
J=1

< Cu(€ + 80)(Z, Z6)llw-
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Next, we estimate the difference of the vorticities. Denote the vorticity associated with (Vi , Vé)

by (&)’i,&)é,&)é) fori = 1,2 and set

Ji 26)} —&)%, Jo 26); w%, J3 =3 — @5
Then (3.24) implies that
1 o1
(D" + > =D 1+ 1V, T = Fel)
=2 UDy*) + V]

Ji(rs,y") = he(y"),
where

“/1 3 A]] ‘7] ‘A/Jz ‘72
Fo(y) = =(D," = D, )@} - ) S
7 1 7 6 (72
=2 \U(D )+V Ui, +V;
= (V' V) - (V2 V) @t + HO(V1 V= Hy(V2, V),
he(y') = Re(V', V§) — Re(V2, V).

Similar to the previous analysis, there holds

I1llcos) < Cule + 107l crags) + IV VOUXZ, Zo)ll
< Cu(e + 60)I(Z, Z6)lw-

(3.88)

(3.89)

Now we can turn to the estimate of Z;,i = 1,2, 3. It follows from the definition and (3.36) that

dl(y1)5y121 + 5)222 +0y,Z3 + +da(y1)Zy = Fo(y), inD,
19,75 - ay%zz +0,,T = Fity), in D,
0,71 - aylzg + d;(yl)aﬂzl(rs, V) + 16,7 = Fay). inD,
ahz2 16,7+ % d*y(]y”ayzzl(rs, Y) +8,,T = F3(y), inD,
(505, + 62 VZi(r,y') = aoar (-0, 7y + 8, Z3)(rs,¥') + i (¥'),  on E,
Zz(yl, £6o,y3) = T(y1, £6p,y3) = 0, on X3,
T(rs,y') = T(r2,y) =0, on E,
Z3(y1,y2, £1) = C(y1,y2, £1) = 0, on X3,
Zi(r2,y") + d3(r2)Zi(rs, y') = a(y'), on E,
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where

Fo(y) = -

— )0’ + & A PO
O D ) Go(W! V) = Go(V2, §2), * =TI — 1%,

c*(p, K)

Fi(y) =01 + Hi(V, V) — H (V2, V2,

~ 1% ~ ~

VyJi + D;* Zs 14 V3
RO =t T T T .

UDy)+ VI 0Dy +V OTDf)+V?

DVéVZ Dvgvz 3, 102
+ 375 _ 375 o2 o

2nVey Lol ren Ve . 02
Uub,)+V Umb,)+V
0 1 0 i

yKU(y1)

dy, (R}, — RY),

(1 Vs (1 2
P 3 V2J1 —D26Z5 . V3 B V3
3()7) - _ "\/1 N _ ‘71 A _ ‘A/Z N
UDy)+Vl \ODy)+V TDf)+V}
1 2
pivi o ) Bedronn, o
- 1 T 02 R - o o Un iy T Ry)s

o) = (V' (s, ), Vo) = 1 (V2 (rs, ), V2(Y)),
() = qa(V' (rs, ), Ve ) = qa(V2(rs, ), V2(Y).

Furthermore, the system (3.90) should be supplemented with

1
(r_amzl - aoalzz) (rs, £60,y3) =0, Vy3 € [-1, 1],
S

(0y,Z1 — apa1Z3)(rs, y2,£1) = 0, Yy € [0, 6p].

By similar analysis in Step 4, one can obtain

3 3
1Zlcre) < CeO IF o) +
Jj=1

J=0

2
< Cule + DNV DDIOIZ, Ze)ll < Cule + 60)I(Z, 26) -

J=1

Due to (3.77), Z4 can be expressed as

Zi(y1,Y') = Z—jzl(rs,y@ + Ra(V' (s, B30, B3, Ve (B33, B ()

< 1Z6B3(3): BY3)) = Z60 i) + 1V By B30 = Ve B30). B30 oy

J

2
D jllcrage)
=1

—Ry(V2(ry, B3, B3, Ve (B3(3), B3(1)))
It can be checked that there is a term V6(,82(y), B3(y) — V6(y’) in R4 which needs a further analysis:

IV B30, BY0)) = Ve ') = (Ve B0, B30 = Ve Ml

3 3
< Co > B = Vill ot Z6llczaz, + 1Vellczag Y B = Bilcras)-
J (Q) (E) (E) J J (D)

Jj=2

=2
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]a)% + Hy(V, V) — Hy (V2 V2)

Ja)f + Hy(V', V) - H3(V2, V2

(3.91)
(3.92)

(3.93)

(3.94)



To estimate ||,B} —B?IICI,H(@), one denotes Y;(t;y) = y}(r;y)—yﬁ(r; y) for j = 2,3, sothat Y;(rs;y) =
B = B5(). It follows from (3.6) that

LY, (13y) = an(T;)Ya(13y) + ax3(T: )Y3(13 ) + ba(T3 y),
Ly3(1:y) = an(T:y)Ya(1:y) + as(T:))Y3(1:y) + b3(T3 ), (3.95)
Y2(159) = Y3(n13y) =0,

where a;;, i, j = 2,3 are functions of \& s ‘A/é and b;,i = 2,3 can be expressed as functions of Z, 26.
Then

{Yz(t; M = i an@nYaEy) + an@ )Y@ dr + [ by, (3.96)

Y3(t:) = [} an(@n)Ya(ny) + an@y)Ys@yde + [ by,

Define Y(1;y) = maxicssy, (Ya(s; p)| + 1V3(s;y)), alt;y) = maxsosy, 37 1oy laij(s; y)| and b(t;y) =
max;<s<y, (Ib2(s; )| + |b3(s; y)). It then follows from (3.96) that

Y(l‘;y)Sfa(T)Y(T;y)dT+fb(T;y)dT.

Vi Y1

Then the Gronwall’s inequality yields

3 5
1 2 4 4
DB} - Bl < Co Y (1Z1llco) + 1 Zellen 5)-
j:2 j:l

Similarly, one can derive further that

3
B} = Blcrags) < CAZ. Zo)lh- (3.97)
j=2

Hence it holds that
1Zallcra) < CoUIZi(rs, Nerags) + IRy = Rillcra) < Cule + 60IZ, Zo)ll-  (3.98)
Finally, it remains to estimate Zg. It follows from (3.80) that

1 1 N ~ N .
Ze(y') = el (rs,Y') = a—l(RmVl(rs,y’), Vi) = Ri(VA(rs, y), V2O, (3.99)

from which one may infer that

A

1Zellcra < CollZi(re, Y icrag + IRIV (6,3, V) = RiV (5, 3), Ve Dll o)
C.(€ + 60)I(Z, Zo)ly- (3.100)

IA

Furthermore, it follows from (3.83) that

{,%ayzzay'):aozzm,y')+<gz<V‘<rs,y'>,Vg<y'>>—gz(Vz(rs,y'Wg(y'))), nE 2o

0y, Zo(y') = agZa(rs,y') + (g3(V'(rs, ), VI)) = g3(V2(rs, ¥, V2, in E.
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Then one can conclude that

IA

3
Co D WZirs Y Merage + 18,V (703, Va6 = 81V ), V2O D)
j=2

”(ayzz69 aygz6)||cl.n(f)

IA

Collecting all the estimates (3.87),(3.93), (3.98),(3.100) and (3.102) leads to

(Z, Zo)llw < Cl€ + 6)IZ, Zo)llw-

Since 6 = Ve, ife < g = Tlcz’ then ||(Z, Zo)|,y < %ll(z, Z6)llw so that the mapping 7 is a contraction

operator in the weak norm || - ||,,. Thus there exists a unique fixed point (V,Vs) € X such that
T(V,Ve) = (V, V). Let us recall the auxiliary function II that is associated with the fixed point
(V, Vp) in solving the problem (3.36) with (3.37)-(3.38). To finish the proof of Theorem 2.4, we still
need to prove that IT = 0 in D. Thanks to the definitions of G;(V, Vg) for j = 1,2, 3, one may infer
from (3.36) that

~0y,IT1= DY*V3 - DYV, — &y,

~ Ve B Ln'e 2_12.y2
1 Ve Ve Va@1+D,%Vs  B+Vs—3(O(D,O)+V1)2-1(V3+V3) v,
_—6),21_1 —D,, Vi _Dl V3 — = 73 + — — D3 V4, (3 103)
. : U(D,*)+Vi Y(R+V) (D )4V, .
N Vi = -
V3@1-D,%Vs  B+Vs—32(U(D,0)+V)*-1(V3+V3)

DYV,

~9y,I1 = DYV, + Y& — DYev; — 22 0
~ D, U(D,%)+V) YR+VHU(DO)+V:

Since the vorticity @; satisfies the equation (2.49) and the following commutator relations hold

Ve Vo _ nVenVe — _ 1 Ve Ve nVe — nVe Ve Ve Ve — nVe Ve
Dl D2 D2 Dl - DV6 D2 ’ D2 D3 - D3 D2 4 Dl D3 - D3 Dl ’
0

one can conclude from (3.103) that
1 1 .
~D}*(8,,11) - m(ayln) - DZV°(y—lay2H) - D}*(3,,I1) = 0, inD.
0

Since ||V6||C3,l,® < &p, where 6y is sufficiently small, thus IT satisfies a second order uniformly elliptic
equation without zeroth order term. Thanks to I1 = 0 on dD, it follow directly from the maximum
principle that IT = O in D. Thus (V, V) is the desired solution. The proof of Theorem 1.2 is completed.

4 Appendix: The compatibility conditions

In this appendix, we verify the compatibility conditions for the supersonic flow and also the
compatibility conditions on the intersection of the shock front and the cylinder walls.

Proof of Lemma 1.1. We prove only the compatibility conditions (1.13). The slip boundary condition
(1.7) implies that

{agmr, +00,x3) =0, Vre[ri.rml.x; € [-1,1], @

0, P~ (r,0,+£1) =0, Yre€[r,n],0 €6, 6].

42

C.(€ + S0(Z, Z6)lw- (3.102)



Differentiating the second, fourth and fifth equations in (1.3) with respect to 6, and restricting the
resulting equations on the surface 6 = +6,, one obtains

— _ _ _  0gU7 _ _ _ - Op~ _
(U7 0, + Us05)00U5 +@0,U + =72)00U7 + 0, Uy BgUs — O e oK™ = 0,
(U7 0, + U0)00U5 +0,U300U7 + (52 + 0, UDI00U5 - 20, P %0k~ =0, (42)

(U780, + U30,,)00K™ + 8,K-0oU7 + 0, K~05U5 + 2228,k = 0.

This is a homogeneous system of transport equations. Due to the compatibility condition (1.11) at the
entrance r = ry, one has

(09U, 0gUs, 0K ™)(r, £00, x3) = 0, Vr e [r, 2], x3 € [-1,1]. (4.3)

Differentiating the first equation in (1.3) with respect to 6, and restricting the resulting equations
on the surface 6 = +6y, one gets

O2U; (r,+60, x3) = 0, Vre [r1,ra],x3 € [-1,1]. (4.4)

Similarly, differentiating the second, third and fifth equations in (1.3) with respect to x3, and
restricting the resulting equations on the surface x3 = +1, one obtains

(U70, + 2000 U + @:U7 + 05Uy Uy + (RapUT = 5200, U5 - L %9, K~ =0,
(70, + 20005, Us + @,U; + 005Uy + (52 +0,,Us + 1o Uy - L%, K= =0, (4.5)
(U708, + 200)0 K~ + 0, K05, UT + L05K=0,,U; +0,,U50,,K~ =0,
which imply that
O, Ur, 8, Uy, 00K )1, 6, £1) = 0, Vr € [r1, 721,60 € [0, 60]. (4.6)

Finally, differentiating the first equation in (1.3) with respect to x3, and restricting the resulting
equations on the surface x3 = +1 show that

03, U5 (r,0,£1) =0, Vre[r,r],0 € [-6p, 6]. 4.7)
O

We further prove that the compatibility conditions (1.13) is preserved when the supersonic flow
moves across the shock. This is proved under the assumption that the existence of a transonic shock
solution with C>*(Q+) regularity in subsonic region and the C3%(E) regularity of the shock front.

Lemma 4.1. (Compatibility conditions on the intersection of the shock front and the nozzle wal-

1.) Suppose that the supersonic incoming flow satisfies the compatibility conditions (1.13). Assume
further that the system (1.3), (1.7)-(1.8) and (1.10) has a piecewise smooth solution (U}, Uy, U5, P*, K*)
defined on QF respectively and the shock front r = &0, x3) with the properties (U, Uy, U3, P,K) €
C2¥(Q%) and & € C3*(E). Then the following compatibility conditions hold on the intersection of the
shock front and the cylinder wall

(U3, 85U3)(r, £00, x3) = g(U{, U3, P+, K*)(r, 60, x3) =0,  Vé(x0,x3) Sr<r,-1<x3 <1,
(U+,(9)263U3T)(r, 0,+1) = 0,,(UT, U;,P+,K+)(r, 6,+1) =0, VO, +1) <r <ry,—6y) <60 <6,
Bp&(£00, x3) = 3E(£0, x3) = 0, on x3 € [-1,1],

0.,£(6, 1) = 83,£(6, 1) = 0, on 6 € [-6p, 6]

4.8)
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Proof. 1t suffices to show that (4.8) holds on the intersection of the shock front and the nozzle wall.
Then the rest can be shown as for Lemma 1.1. It follows from the third equation in (1.10) and (1.7)
that

0p&(£60, x3) = 0, Yx3 € [-1,1], 49)
6}(3‘5(0, il) = O, Vo € [_90’ 60]’ .
Substitute (4.9) into the last equation in (1.10) to get
By, (200, x3) = UYL s e [-1, 1],
) S P (4.10)
o0& _ 1Us .
G2 +1) = [PoU2] 6, £1), VO € [-60,60].

Differentiating the Rankine-Hugoniot jump conditions in (1.10) with respect to 6 and restricting
the resulting equations on 6 = +6y, utilizing (1.7), (4.9) and (4.10), one obtains

8o U - LU 5, r Ut = 0,

PULUT ~ ipt ULdaU} =0, @.11)
U U
prUF8,US - [[fuéujz} p*UL8,U} = 0.

While differentiating the Rankine-Hugoniot jump conditions in (1.10) with respect to x3 and
restricting the resulting equations on x3 = +1, one can get by utilizing (1.7), (4.9) and (4.10) that

By (ptUH - VNG oruty =0,

[P+pU2]
U U
prUTLUT - [[1’;+;ng+U;ax3 Ut =0, (4.12)
[oU1U3] _
prUT0 U5 - [Pﬂl)Uzz]p*U;c')X}Uf = 0.

Then

{(09U+,89U+,69p+)(§(i90,x3), +600,x3) =0, Vx3e[-1,1], @13

(0,UT. 03, U3 05,p")(EB. £1),6,£1) = 0, V0 € [~60, 6o].

Then the first two compatibility conditions in (4.8) follow as in the proof of Lemma 1.1.
Differentiating the first equation in (2.12) with respect to 6 twice and evaluating at § = +6, lead
to

FE(£bp, x3) = 0, Va3 € [-1, 1]. (4.14)

Similarly, differentiating the second equation in (2.12) with respect to x3 twice and evaluating at
6 = =1 yield

& E0,£1) =0, Ve [~6),60]. (4.15)

Thus Lemma 4.1 is verified. ]
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Finally, we give the explicit expressions of J;(V(rs,y"), Ve)(i = 2,3), J(V(rs,y’), Ve) and Ry;, i =
1,2, 3 needed in (2.36)-(2.38), and (2.40).
B(V(rs,y), Vo) = ((V(r ), V) V3 (e, ') + P(V(rs, ), V) = (0 (U3)* + P7)(rs + Ve, )))
X (BV(rs, ), V)T (ry + Vo) + Vi(r, Y DValrs, ¥') = (0" Uy Up)(rs + Ve, )
— (A(V (5,3, VU (ry + Vo) + Vilrs, Y WV3(rs, ') = (0" Uy U)(rs + Ve, )
X (P(V(ry, ), Ve)(VaV3)(r,¥') = (0" Uy U )(rs + Ve, ) (4.16)
T(V(rs,y), Vo) = (B(V(re, ), Vo) V3 (re, ') + P(V(rs,3), V) = (0 (U3)* + PT)(rs + Ve, )))
X (BV(rs, ), V)T (ry + Vi) + Vi(rs, Y DV3(rs, ¥') = (0" Uy U (rs + Ve, )
—(P(V (), V)T (s + Vi) + Vi(rs, y DValr, ¥') = (0" U U )(rs + Ve, )
X (POV(rs, ), Ve (VaVa)(rs, ') = (0~ Uy U)(rs + Ve, ) (4.17)

and

J(V(rs,y'), Ve) = (p(V(re, ), Ve V3 (e, ') + P(V(rs, '), V) = (™ (U3 ) + P)(rs + Ve, )
X (B(V(ry, ), Ve)V3(rs,y') + P(V(rs, '), Vo) = (0 (U3)* + P7)(rs + Ve, )))

— (BOVs ) VO VaV3)(raay') = (0 Uy U3 )(rs + V) - (4.18)

Ro1(V(rs,y"), Vo) = =[pUN(rs + Vo) + (0" Uy)(rs + Vo, ¥) — (5~ U7 )(rs + Vo)

—(p"(rs + Vo) = pT (r)Vi(rs, ¥') = (Vi(rs, ) + U™ (rs + Vo) = U (r))(p(V (1, Y)) = p* (s + V)

3 ‘]l V S ! ) V
Y POV, ¥ ), V)Vilrsod) = (07 Uy + Ve ) s Y ) Vo)
i=2

s 4.19
TV(rsy). Ve (419)
_ _ 1 __
Roa(V(rs,y'), Vo) = — {[ﬁU2 + Pl(ry + Vo) — r—[P(n)]VG} + (o~ (U + P)(rs + VoY)
—@ (T + P )(ry + Vi) — {ﬁ(V(rs,y'), Vo) (rs + Vo) + Vi(rss Y )? + P(V(rsy), Vi)
—(P (U + Py + Vo) = 2" U (r)Vi(rs,y')
(T () + @ (re), KOVB(V(r,3), V) = B (1 + Vi) — (,5+(rs))7V4(rs,y/)} (4.20)
3
~ ’ r ’ ’ — — - ’ ‘]l.(V(rSW yl)’ V6)
+ Z; (POV(rs ). Ve)( U (rs + Vo) + Vi(ra, Y WVilre,Y) = (0" UT UD)(rs + Ve, ) N ICRGRAL
and
L 1<
Ros(V(rs.y'). Vo) = B(rs + Vo) = B = U (rs + Vo)Vi(rny) = 5 3 V3ry)
j=1
= (R4 Vi DGOV ). Vo) ™! = Ky 4 V) ™) 421
_ 2(=+ Kv+ ~+ y—1
+U+(I"_V)V1 (r.v’ y’) + %(ﬁ(v(’”sa )”), V6) —/5+(”.v + V6)) + MVél(rs’ )")-
pt(ry) (y-1
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