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ON ROBUST H∞ CONTROL FOR NONLINEAR UNCERTAIN

SYSTEMS∗

GUOPING LU† AND DANIEL W. C. HO‡

Abstract. This paper addresses robust H∞ control problems for nonlinear systems with pa-

rameter uncertainty. By using the technique of partition of unity, necessary and sufficient conditions

for existence of strong robust H∞ dynamic compensators and static state feedback controllers are

established in terms of nonlinear matrix inequality (NLMI) approach, respectively. These conditions

reduce the robust H∞ control problems to a standard H∞ problem for an auxiliary nonlinear system.

1. Introduction. Robust control system design based on H∞ control problem
for linear systems and nonlinear systems is a popular research area in the last decade.
The H∞ problems has been reduced to problems of solving Riccati-type equations
(AREs) and Hamilton-Jacobi equations (HJEs) (or inequalities HJIs) in state-space
framework, respectively (see, [1, 4, 7] and references therein). It has recently been
emphasized [2] that H∞ control problem in linear systems can be cast into the form
of first-order matrix polynomial inequalities called linear matrix inequalities (LMIs)
instead of AREs, which belong to the group of convex problem and thus can efficiently
find feasible and solutions to them via the interior point methods [2]. Subsequently,
motivated by LMI approach, the solution of nonlinear H∞ control problem is char-
acterized by means of nonlinear matrix inequalities (NLMIs) instead of the HJEs or
HJIs in [8]. The H∞ control problems in nonlinear systems with uncertainty are
discussed in [9, 10, 12], but only sufficient condition for the existence of the robust
H∞ controller has been obtained by means of HJEs (or HJIs). Motivated by the
discussion above, in this paper we focus on robust H∞ control problem in nonlinear
systems with uncertainty by NLMI approach. The objective of this paper is to obtain
the necessary and sufficient conditions for the existence of so-called strong robust

H∞ controllers in terms of NLMI. This paper establishes the relationship between
robust H∞ control problems for nonlinear uncertain systems and standard H∞ con-
trol problems for nonlinear systems, which presents a new idea to study robust H∞

control problems for nonlinear uncertain systems. The results obtained in this paper
is an extension of those in [8] for nonlinear systems without uncertainty. In addi-
tion, this paper can be regarded as an analogous of the results in [14, 15] where the
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robust H∞ control problem for linear systems with uncertainties are considered by
state feedback and dynamic output feedback, respectively. The main mathematical
technique used in this paper is the partition of unity, with which the results in [14, 15]
for linear uncertain system are further extended into its nonlinear counterpart.

Notations: R+ := [0,∞); ‖ · ‖ denotes the Euclidean norm; Br is open ball in
some Euclidean space centered at the origin with radius r > 0 which is measured by
the Euclidean norm; AT is the transpose of matrix A; X (or X0) is the open subset
of some Euclidean space which contains the origin; by P > 0 (or P ≥ 0) for some
Hermitian matrix we mean that the matrix is (semi-definite) definite positive; Ck

(k > 0) denotes the set of all functions which are continuously differentiable k times;
C0, therefore, is the set of all continuous functions.

2. Preliminaries. Consider the class of nonlinear time-invariant system de-
scribed

ẋ = A(x)x + B(x)w,

z = C(x)x + D(x)w,
(1)

where state vector x ∈ X, X ⊂ Rn is assumed to be a convex open bounded subset of
the origin, w ∈ Rp and z ∈ Rq are input vector and output vector, respectively. A(x),
B(x), C(x) and D(x) are assumed to be C0 matrix-valued functions of appropriate
dimensions.

Definition 2.1. System (1) with initial condition x(0) = 0 is said to have
L2-gain less than or equal to some positive constant γ if∫ T

0

‖z(t)‖2dt ≤ γ2

∫ T

0

‖w(t)‖2dt(2)

for all T ≥ 0 and w(t) ∈ L2[0, T ] as long as the trajectory x = x(t) ∈ X for t ∈ [0, T ].

�

In order to show the main results, we introduce the following lemmas.
Lemma 2.1. (see [11]) Let X, Y, Z be symmetric constant matrices in Rn×n with

X ≥ 0, Y < 0 and Z ≥ 0 such that for all nonzero ξ ∈ Rn

(ξT Y ξ)2 − 4(ξT XξξT Zξ) > 0.

Then there exists a positive constant λ such that

λ2X + λY + Z < 0.

�

Similar to the celebrated bounded-real lemma for linear systems, we have the
following analogous result for nonlinear systems (see [8]).

Lemma 2.2. If system (1) satisfies the following conditions.
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(i) There exists a positive definite C0 matrix-valued function such that for all
x ∈ X  AT (x)P (x) + P (x)A(x) P (x)B(x) CT (x)

BT (x)P (x) −I DT (x)
C(x) D(x) −I

 < 0.(3)

(ii) There exists a positive definite C1 function V : X → R such that ∂V (x)
∂x =

2xT P (x).
Then system (1) has L2-gain ≤ 1 and is asymptotically stable. �

Remark 2.1. If conditions (i) and (ii) hold, then we say that system (1) has
strong H∞ performance (see [8]). If system (1) is linear system, then (3) is a linear
matrix inequality (LMI) on constant positive definite matrix P . Furthermore, if LMI
(3) holds, then condition (ii) is unnecessary for we can choose V (x) = xT Px. �

In addition, we will use the following elementary inequality:
Lemma 2.3. Suppose

∑N
i=1 ai = 1 with ai ≥ 0 and µi ≥ 0 (i = 1, 2, · · · , N), then

(
N∑

i=1

µiai)2 ≤
N∑

i=1

µ2
i ai.

3. Robust H∞-Control Problem. Consider the following nonlinear systems
with uncertainty.

ẋ = [A(x) + ∆A(x, t)]x + B1(x)w + [B2(x) + ∆B2(x, t)]u,

z = C1(x)x + D12(x)u,

y = C2(x)x + D21(x)w,

(4)

where the dimensions of x, w, u, z and y are n, p1, p2, q1 and q2 respectively. For all
x ∈ X, A(x), Bi(x), Ci(x) and Dij(x) (i, j = 1, 2) are C0 matrix-valued functions.
∆A(x, t) and ∆B(x, t) satisfy the following assumption.

Assumption 3.1. Let

( ∆A(x, t) ∆B(x, t) ) = E(x)G(x, t) ( H1(x) H2(x) ) ,

where E(x) ∈ Rn×p̃1 , Hi(x) (i = 1, 2) are known C0 matrix-valued functions,
G(x, t) ∈ Ω is unknown matrix-valued functions with

Ω :=
{
G(x, t)|GT (x, t)G(x, t) ≤ I x ∈ X, t ∈ R+,

the elements of G(x, t) Lebesgue measurable} .

For system (4), we are interested in constructing the form of the dynamic com-
pensator as follows

ξ̇ = Â(ξ)ξ + B̂(ξ)y,

u = Ĉ(ξ)ξ + D̂(ξ)y,
(5)
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where ξ ∈ X0 and X0 is a convex open subset in Rk (k ≤ n) containing the origin.
In this case, the closed-loop systems (4) and (5) can be rewritten as follows:

ẋc = Ac(xc)xc + Bc(xc)w
z = Cc(xc)xc + Dc(xc)w

(6)

where xc =
(

x

ξ

)
,

Ac = Aa + ∆Aa + (Ba
2 + ∆Ba

2 )FCa
2 , Bc = Ba

1 + (Ba
2 + ∆Ba

2 )FDa
21,

Cc = Ca
1 + Da

12FCa
2 , Dc = Da

12FDa
21, Aa =

(
A(x) 0

0 0

)
,

Ba
1 =

(
B1(x)

0

)
, Ba

2 =
(

B2(x) 0
0 I

)
, Ca

1 = ( C1(x) 0 ) ,

Ca
2 =

(
C2(x) 0

0 I

)
, ∆Aa =

(
∆A(x, t) 0

0 0

)
, ∆Ba

2 =
(

∆B2(x, t) 0
0 0

)
,

Da
12 = (D12(x) 0 ) , Da

21 =
(

D21(x)
0

)
, F =

(
D̂(ξ) Ĉ(ξ)
B̂(ξ) Â(ξ)

)
.

(7)

Inspired by [8], we concentrate on so-called strong robust H∞-performance

in this paper. We give the definition of strong robust H∞-performance as follows.
Definition 3.1. The closed-loop system (6) is said to have strong robust H∞-

performance if there exists a C0 positive definite matrix-valued function Pc(xc) =
PT

c (xc) > 0 which satisfies the following inequality

M(xc, t) :=

 AT
c (xc)Pc(xc) + Pc(xc)Ac(xc) Pc(xc)Bc(xc) CT

c (xc)
BT

c (xc)Pc(xc) −I DT
c (xc)

Cc(xc) Dc(xc) −I

 < 0(8)

and

∂Vc(xc)
∂xc

= 2xT
c Pc(xc)(9)

for all xc ∈ Xc = X×X0 ⊂ Rn × Rk, all uncertainty G ∈ Ω and some C1 positive
definite function Vc : Xc → R+. �

Remark 3.1. From (8) and (9), the existence of Lyapunov function Vc(xc) is then
derived in [3]. Similar to Remark 2.1, if system (6) is linear system with uncertainty,
then (8) is a linear matrix inequality (LMI) on constant positive definite matrix Pc.
In this case, additional requirement (9) is unnecessary. �

Next, we give the necessary and sufficient conditions of existence of the dynamic
compensator (5) such that the resulting closed-loop system (6) has strong robust H∞

performance.
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Theorem 3.1. There exists a dynamic compensator (5) such that the resulting
closed-loop systems have strong robust H∞ performance if and only if there exists a C0

(or C∞) positive function ε = ε(xc) for all xc ∈ Xc such that the resulting closed-loop
systems of (5) and the following systems (10) have strong H∞ performance.

ẋ = A(x)x + ( B1(x) 1√
ε
E(x) ) w̃ + B2(x)u,

z̃ =
(

C1(x)
√

εH1(x)

)
x +

(
D12(x)
√

εH2(x)

)
u,

y = C2(x)x + ( D21(x) 0 ) w̃,

(10)

where disturbance input w̃ ∈ Rp1+p̃1 .
Proof. Necessity: Let

M∆(xc, t) :=

 ∆Γa Pc∆Ba
2FDa

21 0
DaT

21 FT ∆BaT

2 Pc 0 0
0 0 0

 ,

M0(xc) :=

 Γa Γa1 ΓT
a2

ΓT
a1 −I (Da

12FDa
21)

T

Γa2 Da
12FDa

21 −I

 ,

where

∆Γa := Pc(∆Aa + ∆Ba
2FCa

2 ) + (∆Aa + ∆Ba
2FCa

2 )T Pc,

Γa := Pc(Aa + Ba
2FCa

2 ) + (Aa + Ba
2FCa

2 )T Pc,

Γa1 := Pc(Ba
1 + Ba

2FDa
21), Γa2 := Ca

1 + Da
12FCa

2 .

Then for all xc ∈ Xc, t ∈ R+, one gets

M(xc, t) = M∆(xc, t) + M0(xc) < 0.(11)

That is,

M0(xc) < −M∆(xc, t).

For the convenience, let E0 :=
(

E

0

)
, Hi0 := ( Hi 0 ), i = 1, 2.

M1(xc) :=

 PcE0

0
0


 PcE0

0
0


T

,

M2(xc) :=

 (H10 + H20FCa
2 )T

(H20FDa
21)

T

0


 (H10 + H20FCa

2 )T

(H20FDa
21)

T

0


T

.
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Suppose η is a column vector with appropriate dimension. Then for all η 6= 0, we
have

ηT M0(xc)η < −ηT M∆(xc, t)η.

Using similar technique as [11], we have that for each xc ∈ Xc,

[ηT M0(xc)η]2 > 4ηT M1(xc)ηηT M2(xc)η.

Then it follows from Lemma 2.1 that for every v ∈ Xc, there exists a positive constant
εv such that

ε2vM1(v) + εvM0(v) + M2(v) < 0.

It follows from the continuity of every element of Mi(xc) ( i = 0, 1, 2) for all xc ∈ Xc

that there exists a closed ball B(v) centered at v such that for all xc ∈ B(v)

ε2vM1(xc) + εvM0(xc) + M2(xc) < 0,

then there is a partition of unity {Bi, φi}, where Bi = Bi(vi), the union of their
interiors covers Xc, φi is a smooth map on Rn+k supported on Bi with φi ≥ 0 and∑∞

i=1 φi(v) = 1.

Let

ε = ε(xc) =
∞∑

i=1

εviφi(xc).

Then ε(xc) is well-defined and smooth on Xc since for any given xc ∈ Xc, there is a
definite number of index i such that xc ∈ Bi, that is, there exist some positive integers
nN > nN−1 > · · · > n1 such that

∑N
i=1 φni

(xc) = 1. Then for each xc ∈ Xc, noticing
the semi-definite positive of matrices M1(xc) and M2(xc), it follows from Lemma 2.3
that we have

ε2(xc)M1(xc) + ε(xc)M0(xc) + M2(xc)

= [
∞∑

i=1

εvi
φi(xc)]2M1(xc) +

∞∑
i=1

εvi
φi(xc)M0(xc) + M2(xc)

= [
N∑

i=1

εvni
φni

(xc)]2M1(xc) +
N∑

i=1

εvni
φni

(xc)M0(xc) + M2(xc)

≤
N∑

i=1

φni
(xc)[ε2vni

M1(xc) + εvni
M0(xc) + M2(xc)]

< 0.

Therefore, there exists a C0 ( or strongly C∞) positive function ε = ε(xc) in Xc such
that the following inequality holds for all xc ∈ Xc.

ε2M1(xc) + εM0(xc) + M2(xc) < 0.(12)
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That is,  Γ11 Γ12 (Ca
1 + Da

12FCa
2 )T

ΓT
12 Γ22 (Da

12FDa
21)

T

Ca
1 + Da

12FCa
2 Da

12FDa
21 −I

 < 0,(13)

where

Γ11 := Pc(Aa + Ba
2FCa

2 ) + (Aa + Ba
2FCa

2 )T Pc + ε−1PcE10E
T
10Pc

+ε−1(H10 + H20FCa
2 )T (H10 + H20FCa

2 ),

Γ12 := Pc(Ba
1 + Ba

2FDa
21) + ε−1(H10 + H20FCa

2 )T H20FDa
21,

Γ22 := −I + ε−1(H20FDa
21)

T H20FDa
21.

It is readily derived from Schur complement (see [6]) that (13) is equivalent to Γa PcΩT
21 ΩT

13

Ω21Pc −I ΩT
32

Ω31 Ω32 −I

 < 0,(14)

where

Ω21 :=
(

(Ba
1 + Ba

2FDa
21)

T

1√
ε
ET

0

)
,

Ω31 :=
(√

ε(H10 + H20FCa
2 )

Ca
1 + Da

12FCa
2

)
,(15)

Ω32 :=
(√

εH20FDa
21 0

Da
12FDa

21 0

)
.

It follows from (14) and Lemma 2.2 that the closed-loop systems (10) and (5) have
strong H∞ performance. This completes the proof of necessity.

Sufficiency: If the closed-loop systems (10) and (5) have strong H∞ performance,
it follows from the above proof that (14) holds for some C0 positive function ε = ε(xc).
Therefore, it follows from (11) and (12) that we have

M(xc, t)(16)

= M∆(xc, t) + M0(xc)

< M∆(xc, t)− εM1(xc)− ε−1M2(xc)

=

 PcE0

0
0

 G

 (H10 + H20FCa
2 )T

(H20FDa
21)

T

0


T

+

 (H10 + H20FCa
2 )T

(H20FDa
21)

T

0

 GT

 PcE0

0
0


−εM1(xc)− ε−1M2(xc)

≤ 0.
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This completes the proof of sufficiency. �

Remark 3.2. Theorem 3.1 presents a new approach to discuss robust H∞ control
problem and establishes the relationship between uncertain system (4) and auxiliary
system as in (10). One of the main contribution of this paper is to transform the
robust H∞ control problem into a H∞ control problem via auxiliary system (10). For
computing NLMI, much discussions are made in [8] and can be applied to auxiliary
system (10).

Remark 3.3. The partition of unity is the key technique used in the proof of the
necessity for Theorem 3.1 which presents an approach to construct parameter ε(xc)
from local definition εv, see the above proof.

Remark 3.4. In the sufficient condition of Theorem 3.1, ε(xc) can be loosened
to any well-defined function. For convenience of control design, we can choose ε(xc)
as a constant scalar ε > 0.

Next, we consider strong robust H∞ control problem of systems (5) via the fol-
lowing static state feedback controller:

u = K(x)x.(17)

Similar to Theorem 3.1, we have the result as follows:

Theorem 3.2. There exists a state feedback controller (17) such that the resulting
closed-loop systems have strong robust H∞ performance if and only if there exists a
C0 (or C∞) positive function ε = ε(x) for all x ∈ X such that the resulting closed-loop
systems of (17) and systems (10) have strong H∞ performance. �

As an application of Theorem 3.1 and 3.2 to the linear case of system (4), we
present the results as follows:

ẋ = [A + ∆A(x, t)]x + B1w + [B2 + ∆B2(x, t)]u,

z = C1x + D12u,

y = C2x + D21w,

(18)

where the dimensions of all parameters are the same as above, and matrices A, Bi,
Ci, (i = 1, 2), D12, D21, E1 and E2 are constant with appropriate dimensions.

From Assumption 3.1, we have the following results.

Theorem 3.3. There exists a linear dynamic compensator

ξ̇ = Âξ + B̂y,

u = Ĉξ + D̂y
(19)

such that the resulting closed-loop systems have robust H∞ performance if and only
if there exists a positive constant ε such that the resulting closed-loop systems of (19)
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and the following systems (20) have H∞ performance.

ẋ = Ax + ( B1
1√
ε
E ) w̃ + B2u,

z̃ =
(

C1√
εH1

)
x +

(
D12√
εH2

)
u,

y = C2x + (D21 0 ) w̃,

(20)

where disturbance input w̃ ∈ Rp1+p̃1 . �

Remark 3.5. The controller (19) or linear static state feedback controller u = Kx

can be obtained by standard LMI Toolbox (see [5]) if ε is given.
Remark 3.6. Theorem 3.3 can be regarded as an extension of the main results

for linear systems in [14, 15] where algebraic Riccati inequality approach is applied.

4. Conclusion. In this paper, we have considered the robust H∞ control prob-
lem of the nonlinear uncertain systems with the matched conditions. In terms of
NLMI, we have obtained the necessity and sufficient conditions for the existence of
robust H∞ dynamic compensators or static state feedback controller, under which
the corresponding closed-loop systems have strong robust H∞-performance, respec-
tively. This paper establishes the relationship between robust H∞ control problems
for nonlinear uncertain systems and standard H∞ control problems for nonlinear sys-
tems, which presents a new idea to study robust H∞ control problems for nonlinear
uncertain systems.
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