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NUMERICAL REPRESENTATIONS OF A UNIVERSAL SUBSPACE

FLOW FOR LINEAR PROGRAMS∗

P.-A. ABSIL†

Abstract. In 1991, Sonnevend, Stoer, and Zhao [Math. Programming 52 (1991) 527–553] have

shown that the central paths of strictly feasible instances of linear programs generate curves on the

Grassmannian that satisfy a universal ordinary differential equation. Instead of viewing the Grass-

mannian Gr(m, n) as the set of all n×n projection matrices of rank m, we view it as the set R
n×m

∗ of

all full column rank n×m matrices, quotiented by the right action of the general linear group GL(m).

We propose a class of flows in R
n×m

∗ that project to the flow on the Grassmannian. This approach

requires much less storage space when n ≫ m (i.e., there are many more constraints than variables

in the dual formulation). One of the flows in R
n×m

∗ , that leaves invariant the set of orthonormal

matrices, turns out to be a particular version of a matrix differential equation known as Oja’s flow.

We also point out that the flow in the set of projection matrices admits a double bracket expression.

Keywords: Linear programming, Grassmannian, Grassmann manifold, Stiefel manifold, ordi-

nary differential equation, Oja’s flow, double bracket flow.
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1. Introduction. One of Roger Brockett’s major contributions to date has been

to propose and analyze the matrix differential equation [Bro91]

(1) H ′(t) = [H(t), [H(t), N ]], H(0) = H0,

where N and H0 are n × n real symmetric matrices and [A, B] := AB − BA denotes

the matrix commutator. This matrix flow belongs to a class of flows on manifolds

that realize computational algorithms. It is able to solve the eigenvalue problem of

a symmetric matrix A (see [Bro91], or [HM94, §2.1], [Deh95, §4.2]): to this end,

choose H0 = A and N = diag(µ1, . . . , µn) with µ1 > · · · > µn; then limt→∞H(t) H(t)

exists and is a diagonal matrix, whose diagonal elements are the eigenvalues of A

since the flow is isospectral (i.e., the spectrum of H does not vary along the tra-

jectory). The differential equation (1) is also capable of sorting lists: if N is cho-

sen, for example, as diag(1, 2, . . . , n), then for almost all orthogonal n × n matri-

ces Θ and for H(0) = ΘT [diag(λ1, λ2, . . . , λn)]Θ, the solution of (1) will approach

H(∞) = diag(λπ(1), λπ(2), . . . , λπ(n)) with the final list sorted by size. Brockett also
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observed that this sorting property can be exploited to solve linear programming prob-

lems when the feasible set is bounded and the vertices are known. In view of its many

remarkable properties, the flow (1), known as the double bracket flow (sometimes

affectionately dubbed the “double Brockett” flow) has become a center of interest

in the numerical integration, automatic control, and linear algebra communities; see,

e.g., [CD91, BBR92, HM94, Deh95, Chu95, CIZ97, FO01, Ise02, Tam04, BI04, Cas04].

Also in 1991, Sonnevend, Stoer, and Zhao [SSZ91, §4] have proposed a universal

flow related to the central path of linear programs. They consider linear programs in

standard primal-dual form, with primal

min cT x

s.t. Ax = b

x ≥ 0

(2)

and dual

max bT y

s.t. AT y + s = c

s ≥ 0

(3)

where A ∈ R
m×n is of full row rank, and b, c, x, and s are vectors of appropriate

dimensions. The universal flow takes the form (see Section 6 for details)

(4) M ′ = M⌊M1⌉+ ⌊M1⌉M − 2M⌊M1⌉M,

where M(t) ∈ R
n×n is an orthogonal projector with rank m for all t (i.e., M(t) is

symmetric, idempotent, of rank m for all t), 1 is the vector of all ones, and ⌊v⌉ denotes

the diagonal matrix of vector v. An analysis of the flow (4) on the set of projectors,

comprising a characterization of the eigenvectors and eigenvalues of the linearization

at the equilibria, was carried out by Zhao [Zha08].

In [SSZ91, §4], it is also pointed out that the differential equation (4) admits the

more symmetric form

(5) M ′ = MD − DM, where D = M⌊M1⌉ − ⌊M1⌉M.

In other words, (5) reads

(6) M ′ = [M, [M, ⌊M1⌉]].

This is the double bracket flow (1) where N , instead of being constant, depends on

the state of the dynamical system.

It was the simplest but perhaps most noticeable goal of this paper to draw the

reader’s attention to this interesting connection between the double bracket flow (1)
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and the universal flow for linear programs (4), a fact that seemingly has been over-

looked ever since the two flows were proposed in 1991. Another, less straightforward

contribution of this paper is to provide a self-contained yet rather concise derivation

of various representations of the universal flow (4). Instead of going first for the flow

in R
n×n, we start by deriving a flow in R

n×m of the form

(7) Z ′ = F (Z),

that projects to (4) through the operation M = Z(ZT Z)−1ZT . The expression (7)

evolves in a space of dimension nm, to be compared with (4) that involves n2 variables.

Arguably, (7) is more tractable than (4) for numerical computation when n ≫ m, i.e.,

there are many more constraints than variables in the dual (3). We also derive a flow

in R
n×m that leaves the set of orthonormal matrices invariant and projects to (4).

This flow can be viewed as a special instance of Oja’s flow [Oja82, Oja89], and its

dynamics does not involve matrix inversion.

This paper is organized as follows. Section 2 gives the necessary background in

linear programming. In Section 3, we derive a universal flow related to the central path

of linear programs. This flow is shown to induce a subspace flow in Section 4. The

orthonormal version is derived in Section 5. The link with (4) is made in Section 6.

Final remarks are made in Section 7.

2. Preliminaries on linear programming and the central path. In this

section, we briefly review the basics of linear programming and the central path.

We refer the reader, e.g., to Wright [Wri97] or Ye [Ye97] for more details. We also

introduce some assumptions on the linear programs.

For any vectors x, s ∈ R
n and scalar α ∈ R, we denote x ◦ s = (x1s1, . . . , xnsn)T

and xα = (xα
1 , . . . , xα

n). We let ⌊x⌉ denote the diagonal matrix of vector x and 1

denote the vector of all ones in R
n. For a matrix Q ∈ R

j×k, QJK stands for the

submatrix of Q consisting of all entries of Q with row indices in the index set J and

all column indices in the index set K. For ease of notation, we write AK for the

submatrix of the coefficient matrix A consisting of all entries with column indices in

K.

Consider the linear program in standard primal-dual form (2)–(3), with A ∈ R
m×n

of full row rank, b ∈ R
m, and c ∈ R

n. The vector (x∗, y∗, s∗) is a primal-dual solution

for (2)–(3) if and only if it satisfies the Karush-Kuhn-Tucker (KKT) conditions

x ◦ s = 0(8a)

Ax = b(8b)

AT y + s = c(8c)

x ≥ 0, s ≥ 0(8d)
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We define the primal-dual feasible set F and strictly feasible set Fo by

F = {(x, y, s) : Ax = b, AT y + s = c, (x, s) ≥ 0},(9a)

Fo = {(x, y, s) : Ax = b, AT y + s = c, (x, s) > 0},(9b)

and we use ΩP and ΩD to denote the primal and dual solution sets, i.e.,

ΩP = {x∗ : x∗ solves (2)}, ΩD = {(y∗, s∗) : (y∗, s∗) solves (3)}.

We assume that the primal and dual are strictly feasible (i.e., Fo is nonempty), which

ensures that the primal solution set ΩP is nonempty and bounded and that the set

{s∗ : (y∗, s∗) ∈ ΩD for some y∗ ∈ R
m}

is nonempty and bounded.

We can define two index sets B and N as follows:

B = {j ∈ {1, 2, . . . , n} : x∗
j 6= 0 for some x∗ ∈ ΩP },(10a)

N = {j ∈ {1, 2, . . . , n} : s∗j 6= 0 for some (y∗, s∗) ∈ ΩD}.(10b)

The Goldman-Tucker theorem guarantees that every j ∈ {1, 2, . . . , n} belongs to either

B or N but not both. The index set B is termed the optimal basis of (A, b, c). Observe

that B = {j ∈ {1, 2, . . . , n} : s∗j = 0 for all (y∗, s∗) ∈ ΩD}. Hence B specifies the

constraints in the dual that are active at all the solutions. From the knowledge of B,

it is straightforward to deduce the solutions of the linear program: ΩP = {x : ABxB =

b, xB ≥ 0, xN = 0}, ΩD = {(y, s) : c − AT y = s, sB = 0, sN ≥ 0}. In particular,

in the nondegenerate case where there is only one primal and one dual solution, the

cardinality of B is m and y∗ is the solution of (AB)T y = c.

The universal continuous-time flows that we consider in this paper are able to

produce B when t goes to infinity, for initial conditions adequately chosen as a function

of (A, b, c). Hence they are potentially useful for solving linear programming problems.

The central path is the curve t 7→ (x(t), s(t)) defined by

x ◦ s = e−t1(11a)

Ax = b(11b)

AT y + s = c(11c)

x > 0, s > 0.(11d)

Under our strict feasibility assumption, (11) has one and only one solution (x(t), s(t))

for all t. Moreover, x∗ := limt→∞ x(t) and s∗ := limt→∞ s(t) exist and satisfy

x∗
B > 0, x∗

N = 0, s∗B = 0, s∗N > 0,

where (B,N ) is the optimal basis of (A, b, c). Hence the optimal basis can be deduced

from the limit of the central path.

From now on, we assume that A has full row rank. (Any problem that does not

satisfy this assumption can be transformed to an equivalent problem that does.)
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3. A universal flow derived from the central path. We are interested in

finding matrix-valued expressions Γ and F such that, for all strictly feasible linear

programs (2)–(3) with coefficients (A, b, c), it holds that

(12)
d

dt
Γ(A, x(t), s(t)) = F (Γ(A, x(t), s(t))),

where t 7→ (x(t), s(t)) is the central path of (A, b, c). The operations allowed in the

expressions Γ and F are matrix addition, multiplication, inversion, square root, and

the diagonal operation u 7→ ⌊u⌉, involving the arguments passed to the expression

as well as the vector of all ones 1 and constant scalars. (Observe that submatrix

extraction is not an allowed operation and that the matrix Γ(A, x(t), s(t)), but not A,

b(t), c(t), is passed to the expression F in (12).) Moreover, these expressions must be

such that the optimal basis (B,N ) of the linear program can be easily deduced from

limt→∞ Γ(A, x(t), s(t)).

Expressions Γ and F satisfying these properties can be exploited, at least theo-

retically, to solve linear programming problems, according to the following procedure:

(i) Compute a point (x(τ), s(τ)) on the central path for some τ . (ii) Evaluate

Z0 := Γ(A, x(τ), s(τ)).

(iii) Integrate the universal flow

(13)
d

dt
Z = F (Z), Z(0) = Z0,

assumed to have exactly one solution trajectory t 7→ Z(t). (iv) Evaluate limt→∞ Z(t)

and deduce the optimal basis (B,N ). Even if this procedure is not competitive with

state-of-the-art linear programming solvers, its analysis can shed light on the partition

of the set of all linear programs into subsets that share the same optimal basis.

The flow (4) studied by Zhao [Zha08] fits in this framework; see Section 6 for

details. The version of (13) that we derive in the present section is closely related

to (4), as we will show in Section 6.

In order to achieve the goal presented above, let us take the derivative of the

perturbed KKT conditions (11) with respect to time. This yields

x ◦ s′ + s ◦ x′ = −x ◦ s (= −e−t1)(14a)

Ax′ = 0(14b)

AT y′ + s′ = 0.(14c)

The following identities will be useful. If h is a vector and Λ, Λ̃ are diagonal
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matrices of compatible dimensions, then

⌊h⌉1 = h

⌊Λ1⌉ = Λ

⌊Λh⌉ = Λ⌊h⌉
ΛΛ̃ = Λ̃Λ.

We define the diagonal matrix

(15) D(t) = ⌊x1/2(t) ◦ s−1/2(t)⌉

and the projection matrix

(16) M(t) = D(t)AT (AD2(t)AT )−1AD(t).

The projection matrix M(t) is well defined for all t ≥ 0. Indeed, for all t ≥ 0, x(t) and

s(t) are positive, hence AD(t) is of full row rank, and thus (AD2(t)AT ) is invertible.

From the perturbed complementarity condition (11a), we have

(17) D(t) = et/2⌊x(t)⌉ = e−t/2⌊s−1(t)⌉

and thus

D(t)1 = et/2x(t) = e−t/2s−1(t).

This also yields

x(t) = e−t/2D(t)1(18)

s(t) = e−t/2D−1(t)1(19)

and

x′(t) = −e−t/2

(

1

2
D(t) − D′(t)

)

1(20)

s′(t) = −e−t/2D−2(t)

(

1

2
D(t) + D′(t)

)

1.(21)

We now take into account the derivatives of the primal and dual equality con-

straints, i.e., (14b) and (14c). Replacing (20) in (14b) yields

(22) A(
1

2
D − D′)1 = 0.

Note that there are more variables in D (n) than equations in (22) (m). Replacing (21)

in (14c) and taking (22) into account yields

AT y′ = e−t/2D−2(
1

2
D + D′)1

AD2AT y′ = e−t/2A(
1

2
D + D′)1

AD2AT y′ = e−t/2AD1



NUMERICAL REPRESENTATIONS OF A UNIVERSAL SUBSPACE FLOW 77

and finally

y′ = e−t/2(AD2AT )−1AD1.

Replacing this last result in (14c) yields

s′ = −e−t/2AT (AD2AT )−1AD1.

From this equation and from (21), one has

D′1 = DM1− 1

2
D1

or equivalently

D′ = D⌊M1⌉ − 1

2
D = ⌊M1⌉D − 1

2
D.

It remains to multiply this equation on the right by AT to obtain

D′AT = ⌊DAT (ADDAT )−1AD1⌉DAT − 1

2
DAT .

In view of the expression (15) of D as a function of x and y, the latter equation takes

the universal ODE form (12) with

(23) Γ(A, x, s) := ⌊x1/2⌉⌊s−1/2⌉AT (= DAT ),

and

(24) F (Z) := ⌊Z(ZT Z)−1ZT1⌉Z − 1

2
Z.

We record this result in the following proposition.

Proposition 1. Let (A, b, c) define a strictly feasible linear program (2)–(3) with

A of full row rank, and let t 7→ (x(t), s(t)) be the central path of the linear program as

defined by (11). Then the universal ODE (12), i.e.,

d

dt
Γ(A, x(t), s(t)) = F (Γ(A, x(t), s(t))),

holds with Γ and F defined as in (23) and (24).

Note that the goal set in the beginning of this section is not yet achieved: we still

need to show that the optimal basis (B,N ) can be deduced from limt→∞ Γ(A, x(t),

y(t)). This will follow in Section 7 from the relation between the flow of F (24)

and (4) discussed in Section 6, and from the results of Zhao [Zha08] on the limit

behavior of (4).

Even though they will not be used in the rest of the paper, we find it interesting

to point out the following relations, which can also be found in [SSZ91, p. 534]:

x−1 ◦ x′ = −(I − M)1

s−1 ◦ s′ = −M1.
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They can be derived from

x′ = −x + x ◦ s−1 ◦ AT y′

y′ = (AD2AT )−1Ax

s′ = −AT (AD2AT )−1Ax

which follow from (14).

4. Grassmannian dynamics on the noncompact Stiefel manifold. We

now study the flow of the vector field F (24), i.e.,

(25) Z ′ = ⌊Z(ZT Z)−1ZT1⌉Z − 1

2
Z.

The right-hand side is well defined as long as Z has full column rank. Observe that (25)

takes the form

Z ′ = Λ(Z)Z

where

(26) Λ(Z) := ⌊Z(ZT Z)−1ZT1⌉ − 1

2
I

is well-defined for all full-rank Z and diagonal. Therefore, we can write the solution

of (25) as

Z(t) = D̃(t)Z0,

where Z0 = Z(0) and D̃(t) satisfies

D̃′ =

(

⌊D̃Z0(Z
T
0 D̃2Z0)

−1ZT
0 D̃1⌉ − 1

2
I

)

D̃, D̃(0) = I.

Since D̃Z0(Z
T
0 D̃2Z0)

−1ZT
0 D̃ is an orthogonal projector, its elements remain bounded

and thus the diagonal elements of

D̃(t) = exp

(
∫ t

0

(

⌊D̃(τ)Z0(Z
T
0 D̃2(τ)Z0)

−1ZT
0 D̃(τ)1⌉ − 1

2
I

)

dτ

)

are nonzero for all t. This shows that, if Z(0) is full rank, then (25) admits exactly

one solution Z(t) for all t, and Z(t) is full rank for all t. In other words, (25) defines

a flow on the noncompact Stiefel manifold

R
n×m
∗ = {Z ∈ R

n×m : rank(Z) = m}.

Note that the vector field F (24) satisfies the property

F (ZR) = F (Z)R
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for all Z ∈ R
n×m
∗ and all m×m invertible matrices R. Hence the vector field F defined

in (24) induces a flow on the Grassmann manifold Gr(m, n) of m-planes in R
n, as a

direct consequence of [ASM08, Th. 3.4]. In other words, we have the property stated

in Proposition 2 below. Let

span : R
n×m
∗ → Gr(m, n) : Z 7→ {Zv : v ∈ R

m}

denote the column space mapping.

Proposition 2. Let t 7→ Z(t), resp. t 7→ Z̃(t), denote the solution trajectory

of (25) with initial condition Z(0) = Z0 ∈ R
n×m
∗ , resp. Z̃(0) = Z̃0 ∈ R

n×m
∗ . If

span(Z0) = span(Z̃0), then span(Z(t)) = span(Z̃(t)) for all t.

This property means that (25) induces a subspace flow. Note that two matrices

Z and Z̃ in R
n×m
∗ satisfy span(Z) = span(Z̃) if and only if there is an invertible m×m

matrix R such that Z̃ = ZR.

It also follows from [ASM08, Th. 3.4] that the matrix differential equation

(27) Z ′ = Λ(Z)Z + ZU(Z),

where Λ is as in (26) and U is a continuously differentiable function on R
n×m
∗ into

R
m×m, induces the same subspace flow, regardless of U (under an existence and

uniqueness condition). For U(Z) = 1
2I, (27) becomes

Z ′ = C(Z)Z

with C(Z) = ⌊Z(ZT Z)−1ZT1⌉, which clearly reveals that the subspace flow induced

by (27)—and by (25) in particular—is the power flow of the nonconstant matrix C(Z);

see, e.g., [ASM08, §4].

5. Dynamics on the orthogonal Stiefel manifold. It is possible to choose

the function U in (27) such that the orthogonal Stiefel manifold

St(m, n) = {Z ∈ R
n×m : ZT Z = I}

is invariant for the flow of (27). To this end, observe that, from (27), and for Z ∈
St(m, n), we have

d

dt
(ZT Z) = ZT Λ(Z)Z + U(Z)T ZT Z + ZT Λ(Z)Z + ZT ZU(Z)

= 2ZT Λ(Z)Z + U(Z) + U(Z)T .

Hence, to enforce invariance of St(m, n), we set U(Z) := −ZT Λ(Z)Z, and (27) be-

comes Z ′ = (I −ZZT )Λ(Z)Z. Observe that, for Z ∈ St(m, n), Λ(Z) = ⌊ZZT1⌉− 1
2I,

which yields Z ′ = (I − ZZT )(⌊ZZT1⌉ − 1
2I)Z. Since (I − ZZT )Z = 0 for all

Z ∈ St(m, n), (27) finally takes the form

(28) Z ′ = (I − ZZT )⌊ZZT1⌉Z,
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Z ∈ St(m, n). We summarize this result in the following proposition.

Proposition 3. Let t 7→ Z(t), resp. t 7→ Z̃(t), denote the solution trajectories

of (25), resp. (28), such that Z(0) = Z0 ∈ R
n×m
∗ , resp. Z̃(0) = Z̃0 ∈ St(m, n).

Then Z̃(t) ∈ St(m, n) for all t. Moreover, if span(Z0) = span(Z̃0), then span(Z(t)) =

span(Z̃(t)) for all t.

The orthogonal Stiefel manifold St(m, n) is invariant by (28), but it is not asymp-

totically stable. To enforce its stability while preserving the induced subspace flow,

it is possible to add a term (akin to the one in [MHM05]), as follows:

(29) Z ′ = (I − ZZT )⌊ZZT1⌉Z + µZ(I − ZT Z),

where µ > 0 is chosen “sufficiently large” (we will be more specific in a moment).

Using [Deh95, Lemma 3.9], we obtain that the singular values σi(t), i = 1, . . . , m, of

Z(t) satisfy

σ′
i(t) = (eT

i UT C(Z(t))Uei + µ)(1 − σ2
i (t))σi(t),

where Z = UΣV T is a singular value decomposition and C(Z) = ⌊ZZT1⌉. Simple

counterexamples show that there is some Z ∈ St(m, n) such that eT
i UT C(Z(t))Uei <

0; hence σi = 1 is not asymptotically stable when µ = 0, i.e., the orthogonal Stiefel

manifold St(m, n) is not asymptotically stable. However, if µ is chosen such that there

is ǫ > 0 for which eT
i UT C(Z(t))Uei + µ > ǫ for all t, then all the singular values go

monotonically to 1 as t goes to infinity, which means that Z(t) converges to St(m, n).

To choose µ, one can observe that eT
i UT C(Z)Uei ≤ ‖UT C(Z)U‖2 = ‖C(Z)‖2 =

‖⌊UΣ2UT1⌉‖2 ≤ max‖u‖=1,‖v‖=√
n uT Σ2v ≤ √

nσ2
1 , and take µ >

√
n‖Z(0)‖2

2. Since

‖Z(0)‖2 ≤ √
m‖Z(0)‖1, one can also use µ > m

√
n‖Z(0)‖2

1, where the bound is

computationally less expensive to evaluate.

We point out that the ODE (28) takes the form of Oja’s learning equation [Oja82,

Oja89]

(30) Z ′(t) = (I − Z(t)ZT (t))C Z(t),

where C depends on the state according to C(Z) = ⌊ZZT1⌉. As such, (28) admits

the interpretation of a “fake” gradient flow

(31) Z ′(t) = gradfC(Z(t))(Z(t)),

where fC : R
n×m
∗ → R : Z 7→ 1

2 tr(ZT CZ) and the gradient is taken with respect to

the Frobenius inner product; this follows, e.g., from [AMS08, §4.8.1]. (The gradient

if “fake” because the argument Z also appears as a parameter: gradfC(Z)(Z) differs

from grad (Z 7→ fC(Z)(Z))(Z).) The flow (30) can also be thought of as a realization in

St(m, n) of the gradient flow of fC : Gr(m, n) → R : span(Z) 7→ 1
2 tr((ZT Z)−1ZT CZ);

see, e.g., [AMS08, §4.9.1].
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It would be worth investigating how much of the analysis of [YHM94], that con-

cerns the case where C is constant, applies to C(Z) = ⌊ZZT1⌉. The connection with

Oja’s flow also opens a way for applying the geometric Newton of [AIDV08], that

handles the fact that the zeros of the right-hand side of (30) are not isolated due to

a symmetry by the right-action of the orthogonal group.

6. Dynamics on the set of rank-m projectors in R
n. There is a well-known

one-to-one correspondence between the set Gr(m, n) of all m-planes in R
n and the set

Pj(m, n) = {M ∈ R
n×n : MT = M, MM = M, rank(M) = m}

of all rank-m orthogonal projectors in R
n. The correspondence associates to an m-

plane the orthogonal projector onto the m-plane: span(Z) in Gr(m, n) is associated

to Z(ZT Z)−1ZT in Pj(m, n). (It is thus common to use the same notation Gr(m, n)

for both sets.)

The flow on Gr(m, n) induced by (25)—and by (28) on St(m, n)—is given on

Pj(m, n) by

M ′ =
(

Z(ZT Z)−1ZT
)′

(32)

=

(

⌊M1⌉ − 1

2
I

)

M − Z(ZT Z)−1ZT Z ′(ZT Z)−1ZT + sym

= ⌊M1⌉M − 1

2
M − M(⌊M1⌉ − 1

2
I)M + sym

= ⌊M1⌉M − M⌊M1⌉M + sym

= ⌊M1⌉M + M⌊M1⌉ − 2M⌊M1⌉M.(33)

This is the flow (4) derived in [SSZ91] and further analyzed by Zhao in [Zha08]. We

have thus shown the following:

Proposition 4. Let t 7→ Z(t), resp. t 7→ M(t), denote the solution trajectories

of (25), resp. (4), such that Z(0) = Z0 ∈ R
n×m
∗ , resp. M(0) = M0 ∈ Pj(m, n). If

span(Z0) = span(M0), then span(Z(t)) = span(M(t)) for all t.

Since all projectors M are idempotent (i.e., MM = M), it follows that (33)

admits the “double bracket” formulation (6), i.e.,

(34) M ′ = [M, [M, ⌊M1⌉]],

where [A, B] = AB − BA denotes the matrix commutator.

As we pointed out in the introduction, the “classical” double bracket flow

(35) M ′ = [M, [M, N ]],

where N is a constant matrix, has been widely studied in the literature since [Bro91].

In particular, its numerical integration was investigated in [Ise02, Cas04]. The flow

(34) is more challenging than (35) as its “N” matrix depends on M(t). Nevertheless,
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it can be hoped that the knowledge accumulated on (35) can be extended to some

degree to (34).

For example, the flow (34) in the space Ssym(n) of all n×n real symmetric matrices

is isospectral, that is, the spectrum of M is constant along the trajectories. This is

because (34) still fits in the framework of isospectral flows of the form M ′ = [M, B(M)]

where B(M) is skew-symmetric (see, e.g., [CIZ97]). As an aside, since Pj(m, n) is the

subset of Ssym(n) consisting of all matrices with eigenvalue 1 with multiplicity m

and 0 with multiplicity n − m, we recover the property that Pj(m, n) is an invariant

of (34).

Observe also that the right-hand side of (34) can be interpreted as the orthogonal

projection of ⌊M1⌉ ∈ TMSsym(n) onto TMPj(m, n) with respect to the Frobenius

inner product [HHT07]. Moreover, much as the classical double bracket flow (35) can

be interpreted as the gradient flow of

fN : Pj(m, n) → R : M 7→ tr(NM)

(see [HHT07]), the time-varying double bracket flow (34) can be interpreted as the

“fake” gradient system

(36) M ′ = gradf⌊M1⌉(M).

We have thus recovered the gradient formulation (31), now in the Pj(m, n) repre-

sentation of Gr(m, n). (Observe that the two cost functions represent the same cost

function on Gr(m, n), except for a factor of 2 that compensates for a discrepancy by a

factor of 2 between the Frobenius inner product in St(m, n) and the Frobenius inner

product in Pj(m, n).)

7. Comparison of the three representations. Propositions 2, 3, and 4 give

us three different representations of the same subspace flow. The first one is the

flow (25) on the noncompact Stiefel manifold R
n×m
∗ that induces a subspace flow

through the surjection span : R
n×m
∗ → Gr(m, n). The second one is the flow (28)

on the orthogonal Stiefel manifold St(m, n) that induces a subspace flow through

the surjection span : St(m, n) → Gr(m, n). The last one is the flow (34) on the

set Pj(m, n) of all rank-m orthogonal projectors in R
n that induces a subspace flow

through the bijection span : Pj(m, n) → Gr(m, n). Underlying these different repre-

sentations of the same subspace flow is the representation of Gr(m, n) as the quotients

manifolds R
n×m
∗ /GL(m), St(m, n)/O(m) and as the submanifold Pj(m, n) of R

n×n,

see, e.g., [EAS98, AMS04, AMS08, HHT07] for details.

The analysis of the projector form (34) carried out by Zhao [Zha08] yields results

for the two other forms. In particular, Zhao shows that for all solution M(t) of (4)

on Pj(m, n), the limit M(∞) = limt→∞ M(t) exists, and M(∞)1 is a vector of ones

and zeros. Let B denote the index set corresponding to the ones and N the index



NUMERICAL REPRESENTATIONS OF A UNIVERSAL SUBSPACE FLOW 83

set corresponding to the zeros. If M(0) = Z0(Z
T
0 Z0)

−1ZT
0 with Z0 = Γ(A, b, c) as

in (23), then (B,N ) is the optimal basis of the linear program (2)–(3) with coefficients

(A, b, c). The next result follows.

Proposition 5. Let (A, b, c) define a strictly feasible linear program (2)–(3)

with A of full row rank. Let Z0 = Γ(A, b, c) with Γ as in (23). Let t 7→ Z(t) be the

solution trajectory of (25) with Z(0) = Z0. Then limt→∞ Z(t)(Z(t)T Z(t))−1Z(t)T1

is a vector of ones and zeros. The index set of the ones is B and the index set of

the zeros is N , where (B,N ) is the optimal basis of the linear program defined by

(A, b, c). Moreover, if Z̃0 ∈ St(m, n) is such that span(Z̃0) = span(Z0), then the

solution trajectory t 7→ Z̃(t) of (28) is such that

lim
t→∞

Z̃(t)Z̃(t)T 1

is a vector of ones and zeros, with the ones at the indices in B and the zeros at the

indices in N .

An advantage of the formulations on the Stiefel manifolds R
n×m
∗ and St(m, n)

is that, when n ≫ m, the formulation (25) involves only nm variables, instead of

n2 variables for (34). This makes (25) a more promising approach, computationally

speaking, when the dual has much fewer variables than inequality constraints.

A disadvantage of the flow (25) on the noncompact Stiefel manifold R
n×m
∗ is that

some elements of the matrix grow unbounded as t → ∞. This is remedied in the

flow (28) on the orthogonal Stiefel manifold St(m, n).
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